Borsky et al. EURASIP Journal on Audio, Speech, and Music
Processing (2015) 2015:20
DOI 10.1186/513636-015-0064-7

© EURASIP Journal on
Audio, Speech, and Music Processing

a SpringerOpen Journal

RESEARCH Open Access
@ CrossMark

Advanced acoustic modelling techniques
in MP3 speech recognition

Michal Borsky”, Petr Pollak and Petr Mizera

Abstract

The automatic recognition of MP3 compressed speech presents a challenge to the current systems due to the lossy
nature of compression which causes irreversible degradation of the speech wave. This article evaluates the
performance of a recognition system optimized for MP3 compressed speech with current state-of-the-art acoustic
modelling techniques and one specific front-end compensation method. The article concentrates on acoustic model
adaptation, discriminative training, and additional dithering as prominent means of compensating for the described

worse than those for the PLP features.
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distortion in the task of phoneme and large vocabulary continuous speech recognition (LVCSR). The experiments
presented on the phoneme task show a dramatic increase of the recognition error for unvoiced speech units as a
direct result of compression. The application of acoustic model adaptation has proved to yield the highest relative
contribution while the gain of discriminative training diminished with decreasing bit-rate. The application of
additional dithering yielded a consistent improvement only for the MFCC features, but the overall results were still
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1 Introduction
The aim of automatic speech recognition (ASR) research
is to develop an intermediary system for the purpose of
human speech transcription where the construction and
block architecture is often customized. The transcription
of digitally stored data represents an example where the
ASR systems has to be specifically tailored to perform
optimally. Ordinary people, call centers, and media com-
panies have large amounts of data stored for the purpose
of further processing or simply for later accessibility. This
data can consume large amounts of storage capacity. The
obvious solution to this problem has been to compress
these recordings using an audio coder with high compres-
sion rate. Although it may initially have been assumed
that these compressed recordings would be accessed by
a human listener, the introduction of automatic speech
processing systems has changed this paradigm.

MPEG-2 AudioLayer III, also known as MP3, belongs
to the group of perceptual audio codecs, which are based
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on the physiology of human hearing. Its main advan-
tage is a relatively high compression rate while at the
same time retaining good intelligibility for human listen-
ers. This characteristic is the reason for its wide-spread
use in the personal, commercial, and public sphere. On
the other hand, the compression introduces severe dis-
tortions which limit its use for audio professionals or for
automatic speech recognition. The application of auditory
masking functions and the quantization in the compres-
sion scheme results in speech distortion. The exact nature
of the distortion has been studied in [1] and [2]. The
two main problems identified by the authors were the
bandwidth limitation and spectral valleys.

This article investigates the performance of current
state-of-the-art acoustic modelling (AM) and feature
extraction techniques in the task of phoneme and large
vocabulary continuous speech recognition of MP3 com-
pressed speech. It is organized as follows: the next
section gives a short overview of related works on this
topic, followed by a theoretical analysis of distortion for
spectral-based speech features, a description of used tech-
niques, and a section detailing the experimental setup and
achieved results. The article concludes with a discussion.

© 2015 Borsky et al. This is an Open Access article distributed under the terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly credited.


http://crossmark.crossref.org/dialog/?doi=10.1186/s13636-015-0064-7-x&domain=pdf
mailto: borskmic@fel.cvut.cz
http://creativecommons.org/licenses/by/4.0

Borsky et al. EURASIP Journal on Audio, Speech, and Music Processing (2015) 2015:20

2 MP3 speech recognition

Studies on practical usability of MP3 recordings in auto-
matic speech recognition concluded that the system can
perform without degradation for sufficiently high bit-
rates. The authors consistently reported a significant
drop in accuracy for bit-rates lower than 24 kbps, i.e.,
[3-7]. Several solutions have been proposed to improve
the recognition for lower bit-rates, starting with limiting
the training signal bandwidth, using perceptual linear pre-
diction (PLP) features or adding a controlled amount of
noise.

2.1 Related works

The MP3 format actively limits the spectral bandwidth
of the compressed data, which can create the problem of
training and testing data mismatch. To solve this problem,
and to avoid compressing and decompressing the whole
training subset, the authors in [3] proposed a parame-
terization scheme with a low-pass filter in the block of
the front-end processing. A specific cutoff frequency was
assigned to each bit-rate, and the AMs were trained on
the filtered speech and then tested on the compressed
speech. The method yielded only a marginal decrease in
word error rate (WER) by 1-2 % in a simple digit recogni-
tion task, depending on the bit-rate. The second problem
of bandwidth limitation is the loss of information carried
by higher frequencies. This is expected to mainly affect
the speech units without strong low-frequency harmonic
structure, such as unvoiced consonants, and subsequently
result in increased likelihood of false recognition of these
units.

In [7], the authors studied the effect of spectral valleys
on speech features and concluded that the main portion
of degradation could be attributed to the spectral val-
leys. The valleys act as a step energy change between
neighboring frames, which increases the values of A and
A? parameters and randomly displaces their position in
the feature space. The proposed solution was based on
adding a controlled amount of noise to “fill in”? the val-
leys and to reduce the features’ variance. The report
demonstrated that the application of this technique could
bring significant WER reduction by up to 45 % for low
bit-rates and Mel-frequency cepstral coefficient (MFCC)
features. In general, better results were obtained for lower
bit-rates while the results for higher bit-rates were only
slightly degraded due to the introduction of additional
noise.

A comparative study of spectral-based features for MP3
speech recognition [6] demonstrated the advantage of
using PLPs over MFCCs where the PLP features out-
performed the MFCCs by 11 % absolute at a bit-rate of
24 kbps. The reported WER differences for higher bit-
rates were much lower, at 4—6 %. The authors concluded
that this behavior could be attributed to the application of
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the equal loudness curve and the psychoacoustic scaling
of the analysis filter bank.

2.2 Robust front-end processing

Cepstral mean normalization (CMN) is a well-established
technique for robust speech recognition. The principle is
based on the assumption that if the convolutional noise in
a short time-frame is stationary, then it can be subtracted
from the extracted features in the logarithmic spectral
domain. Although it is a fairly simple method, it has been
proven to provide robustness against environmental and
channel distortions and speaker variability.

Linear discriminant analysis (LDA) aims to improve
separability among classes by transforming the feature
vector of dimension # to the vector of dimension m. It
is typically used in ASR systems to reduce the dimen-
sionality of spliced feature vectors and to decorrelate the
features. However, it has also been shown to improve
the performance of standard features in the presence of
noise [8].

Modifications of the signal can occasionally result in
a sequence of zeros in the time domain which, if not
treated properly, can cause the extraction algorithm to
fail. If the standard procedure to avoid the Inf. values in
logarithmic spectra is to add small amounts of uniformly
distributed noise, then the addition of relatively strong
noise has been shown to improve the recognition of spec-
trally distorted speech [7]. This technique is referenced as
additional dithering later in the text.

2.3 MP3 acoustic modelling

Since MP3 recognition failure is primarily influenced by
the changes at the feature extraction and acoustic mod-
elling levels, additional refinements are required to com-
pensate for the decline. This section provides an overview
of methods used in a situation with adverse conditions or,
in general, in order to increase the quality of AM.

The AM adaptation has been documented to perform
well in situations with a training and testing data mis-
match [9, 10] when the commonly used approach is to
adapt the existing AM to the new conditions. The tech-
nique employed in this article was the feature maximum
likelihood linear regression (fMLLR). Its main advantage
is its robustness against the lack of adaptation data and the
ability to estimate new model parameters even from the
erroneous transcription.

The conventional system based on Gaussian mixture
models can contain several hundred thousand of mix-
tures. A subspace Gaussian mixture model (SGMM) has
been proposed as an alternative approach in which the
model parameters are typically initialized from a clus-
tered model, i.e., universal background model, and then
retrained and shared among multiple models. The result is
a reduction in model parameters, which allows estimation
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of SGMM parameters using a smaller amount of data and
is expected to better model the acoustic variabilities.
Discriminative training has become a common mod-
elling method when the main principle is based on formu-
lating an objective function tied to the classification and
minimizing the recognition error directly instead of maxi-
mizing the observation likelihood. Some published works
have reported on its usage for noisy speech recognition,
e.g., [11] or [12], and concluded that its usage can increase
the robustness of the system. The main drawback of dis-
criminative training may be the lack of generalization to
the test set, which is likely to occur if the uncompressed,
discriminatively trained AM is deployed to recognize the
compressed speech. Despite this obvious disadvantage,
it was expected that the modelling improvement would
outweigh the generalization problem for our task.

3 Experimental evaluation

This section describes a series of experiments investi-
gating the influence of various acoustic modelling and
modified feature extraction techniques in the task of MP3
recognition. The experiments were performed using the
Kaldi [13] toolkit, and the described recognition system
was based on the Gaussian mixture model-hidden Markov
model (GMM-HMM) approach.

3.1 Common experimental setup

The signals for experiments came from the Czech
SPEECON and TEMIC database, were recorded in 16-bit
precision and 16-kHz sampling frequency by a headset
microphone, and were manually transcribed. The data
were split randomly into train and test subsets. The MP3
compression for the test subset was simulated by Lame
[14] software, and SOX was used for the decompression.
The compression rates were selected with the intention of
evaluating the performance of the system for bit-rates of
128, 32, 28, 24, 20, 16, and 12 kbps.

The 39-dimensional PLP and MFCC features were com-
puted using the CtuCopy extraction tool [15] with 32 ms
window and 16 ms shift. The CMN technique was applied
in a speaker-specific fashion and on static features only.
In the first stage of the experiments, the signals were
dithered with uniformly distributed random values from
the < —1,1 > range. The effect of additional dithering for
the test subset was studied in the later stages, when the
dithering value < —R, R > was gradually increased.

The AMs were trained on uncompressed speech using
the Viterbi training algorithm from 72 h of speech and
555 speakers. The baseline uncompressed system con-
sisted of continuous density hidden Markov models for
context-dependent crossword triphones. The basic pho-
netic alphabet contained 44 Czech monophones and
silence. The quality of the baseline AM was later
improved by LDA, speaker adaptive training (SAT),

Page 3 of 7

SGMM framework, and discriminative training (DT). The
initial feature vector for LDA was extended by three
neighboring vectors, and its dimensionality was then
reduced to 40. The fMLLR adaptation was used in the
SAT scheme to produce the speaker-independent AMs.
The final AMs were adapted in an unsupervised, speaker-
specific fashion, and the maximum mutual information
(MMI) criterion was used for DT. The weighted finite state
machine decoder was used for recognition.

3.2 Results of optimized acoustic modelling

The preparation of the test subset involved compres-
sion and decompression from which the features were
extracted afterwards. The phoneme test subset contained
45 speakers and 8.5 h of speech of varying content, and
the recognition was performed using a bigram phoneme
model. The results were evaluated by phone error rate
(PER) and the phone error rate reduction (PERR) criteria:

S+D+1
PER = T2+ 100 [ %],
PER,,,, — PER;
PERR = —b4se P 100 [%], 1)
PERbase

where S, D, I, and N represent the number of substituted,
deleted, inserted, and total number of phones, respec-
tively. PER;;;, represents the improved error rate for
the particular modelling technique and PERy,;. the base
error rate against which the relative improvement was
computed. In addition, the recognized transcription was
remapped into three phonetic classes: voiced consonants,
unvoiced consonants and vowels, and the phone error rate
contribution for a particular phonetic class (PERC) was
computed using the following formula:

PER(

PERCj = ———
PERq,y

[ %] )

The purpose was to evaluate the effect of compression
on each phonetic class separately.

The initial study of the behavior of PLP and MFCC fea-
tures for MP3 speech recognition was performed with
all previously discussed AM refinement techniques but
without any non-standard modifications to the feature
extraction process. This analysis served as the benchmark
for the subsequent modification in the form of additional
dithering and its potential contribution.

Table 1 presents results for the PLP-based system.
Significant differences in absolute PER were observed
between compressed and uncompressed data for initial
baseline AMs, but implementation of each subsequent
modelling technique decreased the APER. The stud-
ied bit-rates were selected to have a linear trend, but
the achieved results marked the 20 kbps bit-rate as a
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Table 1 PER [%)] for PLP-based system for progressively refined

AM

Data Baseline LDA SAT SGMM MMI
Raw 179 16.1 12.3 10.2 7.2
128k 18.8 17.1 135 10.8 79
32k 193 173 132 1.0 82
28k 19.6 17.7 135 1.3 8.6
24k 20.7 18.7 14.1 11.9 9.3
20k 239 21.1 155 129 10.5
16k 36.2 304 18.6 15.5 133
12k 62.5 529 26.8 22.2 20.2

breakpoint after which the error started to rise expo-
nentially. This conclusion held true for all levels of AM
development.

Another point of interest was the reduction of error
as a function of the employed modelling technique. The
fMLLR adaptation achieved the highest PERR for com-
pressed speech in general, and its gain rose with decreas-
ing bit-rate. These results indicate that the AM adaptation
represents a crucial part of any system intended for MP3
recognition. On the other hand, the gain of discrimina-
tive training was the highest for raw data and decreased
with decreasing bit-rate. This finding is consistent with
the theoretical premise that discriminative training fits the
AM on the training set but not necessarily on the test-
ing set. In the case of our experiment, the MMI criteria
optimized the AM for uncompressed signals and as the
bit-rate decreased, so did the match between the testing
and training signals. It should be noted, however, that the
overall PERR computed for the baseline and final MMI
models were in the (59 %, 67 %) range.

The same set of experiments for an MFCC-based system
is summarized in Table 2. The system behaved similarly
and displayed the same trends as far as the contribution of
specific acoustic modelling techniques went. The PER dis-
played a tendency to rise rapidly after passing the 20 kbps
breakpoint and AM adaptation proved to be crucial as

Table 2 PER [%)] for MFCC-based system for progressively refined

AM

Data Baseline LDA SAT SGMM MMI
Raw 17.8 159 12.3 103 7.3
128k 189 17.2 13.7 10.8 8.1

32k 209 179 136 13 87
28k 24.6 19.5 14.3 1.9 94
24k 339 259 164 135 1.4
20k 47.1 319 19.0 15.6 13.6
16k 62.2 494 258 204 18.7
12k 73.0 68.7 46.0 326 30.2
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it contributed the most to the overall PERR. The major
difference was the overall increase of error rate for uncom-
pressed signals. This finding leads to the conclusion that
the MFCC features are not suitable for low bit-rate MP3
speech recognition.

A more detailed study of the nature of error confirmed
the theoretical assumptions about the compression dis-
tortions and their effect on particular phones outlined in
Section 3. Figure 1 documents a decrease in PERC for
voiced phones at the expense of unvoiced phones. PERC
for unvoiced phones at the expense of voiced phones.
While the reference PERC distribution was dominated
by the vowels, the PERC for unvoiced constants steadily
increased up to 34.2 %. Later experiments with partial
contribution of each distortion showed that this negative
effect occurred due to the combined presence of both the
bandwidth limitation and spectral valleys.

3.3 Results of additional dithering

All the above experiments used features without any fur-
ther optimization. Since the previous runs showed the
detrimental effect on higher frequency bands, it was
important to investigate the proposed patch methods. The
dithering value R was gradually increased by a factor of
2. Tables 3 and 4 present the best PER together with the
optimal R.

Additional dithering for PLP features, Table 3, yielded
consistent improvement for the lowest 12-kbps rate and
some improvement for the 16-kbps rate. Its application
was particularly useful for baseline and LDA models, but
the reduction for more advanced acoustic modelling tech-
niques was only marginal and higher bit-rates were mainly
unaffected by the method. In cases where the dithering
value was too high, the additional noise degraded the
features further, which resulted in worse PER than for
the undithered system. The process of estimating the R
value included several iterations of feature extraction and
decoding and thus consumed a lot of time and resources.
When all of these factors were taken into consideration,
we came to the conclusion that the usage of additional
dithering cannot be advised for PLP features.

The next main point of interest was to investigate
whether the dithered MFCCs can match the PLPs. These
experiments showed more convincing results as posi-
tive PERR was obtained for all bit-rates and levels of
AM refinement, as summarized in Table 4. The gener-
ally observed trend was that the lower bit-rates gained
more from the additional dithering than the higher bit-
rates. It should be noted, however, that MFCCs still did
not manage to outperform the PLPs. The error rates were
somewhere between the original MFCCs and PLPs.

Since it was confirmed that additional dithering can
improve the recognition with MFCCs, the last analysis
was focused on phonetic composition of the error. The
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Fig. 1 PERC [%] for PLP and MFCC features. The contribution of three phonetic groups: unvoiced consonants, voiced consonants, and vowels to the
total phone error. The contribution of unvoiced consonants increased with the decreasing bit-rate

initial hypothesis was that the addition of relatively weak
noise would reconstruct the spectra of unvoiced phones,
but the results showed that the reduction was spread
evenly among phonetic classes or slightly towards the
voiced phones. Figure 2 compares PERC for dithered and
undithered MFCCs at 16/12 kbps as these were the only
bit-rates which displayed a statistically relevant improve-
ment. The values for the 16-kbps test sets with and with-
out dithering were basically the same, which indicated a
uniform contribution. The error for the dithered 12 kbps
was dominated by the unvoiced phones, but the PERCs for
the original MFCCs were even, which means that voiced
phones gained more than the unvoiced phones. Based on
these results, it can be speculated that the key principle of
the method lies more in enhancing the feature’s suitability
for statistical modelling and less in actual reconstruction
of their spectral characteristics.

3.4 Results of large vocabulary continuous speech
recognition

Since MP3 speech recognition is generally intended for

applications such as off-line transcription of recorded

speech or indexing of audio archives, the following

Table 3 Results for dithered PLPs, the dithering value, and the
corresponding error rate R/PER [%]

experiments were aimed at analyzing the described acous-
tic modelling techniques at the standard large vocabulary
continuous speech recognition (LVCSR) task. The used
AMs were trained in the described manner, the decod-
ing graph was constructed from the bigram language
model [16] of 340k vocabulary size created from the Czech
National Corpus [17], and the test subset with an overall
length of 1 h contained only signals with a full sentence
structure. The results were evaluated by the standard
word error rate (WER) metric.

Table 5 compares the LVCSR results for the base-
line, adapted, and MMI trained AMs. Since the dithered
PLPs displayed practically the same error rates as the
undithered ones, they were not included in the next set
of experiments. The observed trends of error rate cor-
responded to the conclusions drawn from the phoneme
experiments. The error started to rise exponentially after
passing the 20-kbps threshold, and the AM adaptation
was the main source of error reduction for lower bit-
rates. The advanced acoustic modelling techniques dis-
played a trend of increasing relative gains as the bit-rates
decreased, a conclusion which was in contrast the previ-
ous results. This development occurred most likely due

Table 4 Results for dithered MFCCs, the dithering value, and the
corresponding error rate R/PER [%]

Bit-rate Baseline LDA SAT SGMM MMI Data Baseline LDA SAT SGMM MMI
128 2/18.7 2/17.0 4/13.2 4/10.7 4/79 128k 2/189 2/17.1 4/13.1 4/10.7 4/8.0
32k 4/19.1 2/173 2/13.2 2/11.0 2/8.2 32k 8/20.1 4/17.8 4/134 4/11.1 2/86
28k 4/194 4/17.7 4/13.5 4/11.2 4/8.6 28k 8/216 4/186 8/13.9 8/115 8/9.1
24k 2/20.8 2/18.8 4/14.2 2/11.8 2/9.3 24k 16/30.1 2/26.2 8/15.8 8/13.1 8/10.9
20k 4/23.5 2/21.0 4/15.6 2/12.9 2/10.5 20k 16/34.7 8/30.0 8/17.7 8/14.8 8/12.8
16k 16/32.0 8/279 8/18.5 4/154 2/134 16k 32/41.2 32/359 16/21.3 8/17.9 8/16.4
12k 32/44.7 32/394 16/24.9 8/21.2 4/19.8 12k 64/49.9 64/45.5 16/29.0 16/24.2 16/23.0
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Fig. 2 The comparison of PERC [%] for classic and additionally
dithered MFCC features. The analysis showed little difference in PERC
distribution between classic and modified features. The contribution
of additional dithering was constant for every class

to the usage of word level LM in combination with pro-
gressively better AMs. The PLP features achieved bet-
ter results than MFCC and marginally better than the
dithered MFCC (dAMFCC) features.

Previous experiments determined that lossy compres-
sion affects unvoiced phonemes more strongly than the
voiced ones. In order to determine which compression
degradation, bandwidth limitation, or spectral valleys is
more detrimental to the overall performance, we decided
to estimate their partial contributions separately. The
uncompressed signals were filtered by a FIR low-pass
filter at corresponding cutoff frequencies, which were
estimated for each bit-rate from their spectrograms. The
spectral valleys’ contribution was estimated by replac-
ing the suppressed spectral bins at higher frequencies of
a coded signal with the spectral bins from an uncoded
signal. The replaced bins were selected using the same
cut-off frequencies. It should be noted however, that other
compression artifacts (pre-echo, birdie, etc.) might have
also degraded the lower bands and thus affected the
obtained results. This approach allowed us to quantify the

Table 5 WER [%] for LVCSR task with 340k bigram LM

Features Raw 128k 32k 28k 24k 20k 16k 12k

PLP_base 2374 245 245 2557 2598 2819 3879 6857
PLP_adapt 18.19 1945 194 1959 1984 2067 2356 33.19
PLP_MMI 1425 1443 1455 1454 1521 16.15 1857 2523
MFCC_base 2372 2507 25.13 2667 3175 3846 6245 9143
MFCC_adapt 1844 19.06 19.11 1992 207 2251 2811 4482
MFCC_MMI 1422 1472 1492 1512 1582 1757 2148 3154
dMFCC_base - 2485 2505 2601 31.77 36.69 4883 70.03
dMFCC_adapt - 1875 1901 1961 2032 21.71 2517 3475
dMFCC_MMI - 1425 1478 1506 155 1684 1947 2641
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contributions as if they affected only the selected parts of
the spectra. Table 6 summarizes the results of recognition
in the LVCSR task and gives an overview of the used cutoff
frequencies of the filters. The results demonstrate that the
spectral valleys degraded the speech more significantly on
average, but that their contribution to the overall degrada-
tion was only marginal, with the exception of the 12-kbps
bit-rate and MFCC features. The performance drop gen-
erally observed in the MP3 speech was the result of the
non-linear combination of both distortions.

4 Conclusions

This paper studied the current state-of-the-art acoustic
modelling and a specific feature compensation technique
in the task of MP3 speech recognition. More precisely,
linear discriminant analysis in conjunction with acous-
tic model adaptation, subspace Gaussian mixture model
framework, discriminative training, and additional dither-
ing was described. The baseline system was trained on
uncompressed data and tested on both the uncompressed
and the compressed signals in the task of phoneme recog-
nition and LVCSR.

The evaluation runs documented that the usage of PLP
features and application of AM adaptation and discrim-
inative training can reduce the error rate of the system.
The MMI-trained AMs performed at 14.24 % on the ref-
erence test set, but the WER dropped to 18.57 % for
16 kbps and 25.23 % for 12 kbps rates. For comparison,
the MFCC system performed at 14.22, 21.48, and 31.54 %
WERs for the same subsets. Adapting the AMs to the
specific speaker and bit-rate yielded the highest mean
improvement out of all the analyzed modelling techniques
and proved to be essential for recognition of compressed
speech. Our preliminary experiments on usage of DNN-
HMM displayed results which were slightly worse (by
approximately 1 %) than GMM-HMM and, for this reason,
were not presented in article.

The phoneme-level recognition confirmed the theo-
retical hypothesis that the MP3 compression affects the
unvoiced phonemes more significantly than voiced ones
phonemes. The contribution of the unvoiced phonemes
to the total phone error rose from 21.6 % for the ref-
erence test set to 34.2 % for the 12-kbps set. A more

Table 6 The partial contribution of LP filtering and spectral
valleys (SV) on LVCSR task, WER [%]

Bit-rate 128k 32k 28k 24k 20k 16k 12k

feut 7200 Hz 5800 Hz 5600 Hz

PLP SV 1416 1428 1445 1422 1443 1496 16.68
Low-pass 14.22 14.34 14.54

MFCC SV 1435 1491 1489 1494 1556 1618 197
Low-pass 14.15 1445 14.86
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detailed study of bandwidth limitation and spectral val-
leys showed that the observed increase of the error rate
occurred as a result of the non-linear combination of both
distortions.

While the observed results justified the usage of addi-
tional dithering for the MFCC features, the error rates for
dithered MFCCs were still slightly higher than those for
PLPs. However, the main problem of this approach was
the need to manually tune the dithering value to achieve
the best results. The results of detailed phoneme accuracy
showed that the technique was not able to compensate for
the loss of information due to the low-pass filtering and
spectral valleys phenomena.
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