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Abstract 

Voice activity detection remains a significant challenge in the presence of transients since transients are more 
dominant than speech, though it has achieved satisfactory performance in quasi‑stationary noisy environments. This 
paper studies the differences between speech and transients in nonlinear dynamic characteristics and proposes a 
new method for accurately detecting speech and transients. Limited by algorithm complexity, previous research has 
proposed few detectors to model speech and transients based on contextual information and thus failing to detect 
transient frames accurately. To address this challenge, our study proposes to map features of audio signals to a time 
series complex network, a kind of graph data, analyzed by the Laplacian and adjacency matrix of graphs, then clas‑
sified by the support vector machine (SVM) classifier. The proposed algorithm can analyze a more extended speech 
period, allowing the full utilization of contextual information of preceding and following frames. The experimental 
results show that the performance of this method has obvious superiority over other existing algorithms.

Keywords Voice activity detection, Transients, Time series complex networks, Nonlinear dynamic characteristics

1 Introduction
Voice activity detection divides a given audio signal into 
one part containing speech and the other containing only 
noise or interference, an essential component in many 
speech systems, such as speech recognition [1], speaker 
identification [2], and speech separation. Usually, voice 
activity detection is the initial block of voice systems.

Common methods of voice activity detection for noisy 
signals, as described in [3–6], track the statistics of sig-
nals with the recursive average in short time intervals. 
However, these methods assume that the noise spectrum 
varies slowly with time. Thus they fail to model non-sta-
tionary noise accurately, leading to the incorrect identifi-
cation of noise as speech.

Transients are non-stationary noise, such as door 
knocking, keyboard tapping, and hammering. Usually, 

transients have a short duration and a broadband fre-
quency spectrum, and their frequency spectrum varies 
even more rapidly with time than speech. Since tran-
sients have high energy and appear more dominant than 
speech, frames containing both speech and transient 
are typically misclassified as transient frames, which 
largely explains the degraded performance of traditional 
methods.

Several studies have also verified the favorable prop-
erty of deep networks to model the inherent structure 
contained in the speech signal [7]. Zhang and Wu [8] 
proposed to extract acoustic features and feed them to 
a deep-belief network to obtain a more meaningful rep-
resentation of the signal. Thomas et  al. [9] proposed 
VAD based on convolutional neural networks (CNN). 
Modern methods rely on recurrent neural networks 
(RNN) to model temporal relations between consecu-
tive time frames [10]. Ivry et al. [11] proposed to implic-
itly model the data without using an explicit noisy signal 
model. However, machine learning-based VAD methods 
require frame-level data for training, and some of them 
often misclassify frames that contain both speech and 
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transients as non-speech frames due to the dominance of 
transients over speech.

To successfully separate speech from audio signals with 
transients, many features have been proposed in the lit-
erature to facilitate the differentiation of the human voice 
and other voices, such as energy, pitch [12], formant 
structure [13], autocorrelation function [14], and spectral 
features [15, 16]. However, certain drawbacks are associ-
ated with using these algorithms formulated on different 
features. For instance, 4Hz modulation energy can only 
be used to distinguish between music and speech [17]. 
Similarly, being the main feature of vowels, the pitch is 
not an effective parameter to identify consonants, which 
results in the imprecise detection of speech frames.

Yoo et al. [13] proposed a voice activity detection algo-
rithm developed on formants. Human speech is classified 
into vowels or consonants. Vowels have spectral peaks, 
also known as formants, which can be useful indicators 
to confirm the presence of vowels. Most formants may 
survive in the signal even when the signal is polluted by 
noise. It is assumed that consonants are accompanied 
by adjacent vowel sounds [18], so the preceding and fol-
lowing frames of detected speech frames are regarded as 
speech. The algorithm requires a small amount of com-
putation and demonstrates its robustness against various 
environmental noises, such as the one produced by rail-
way stations or airports. However, transients will destroy 
the speech formants and cannot be distinguished from 
speech.

To overcome the limitations of traditional methods, 
an assumption has been made in [19–21] that transients 
contain an underlying geometric structure, which can 
be inferred from the signal with manifold learning tools. 
The method presented in [21] assumes that transients 
and speech are generated by independent latent vari-
ables respectively and solves the problem of non-linear 
independent component analysis by using the modi-
fied Mahalanobis distance. It has been proved that the 
Mahalanobis distance between frames approximates the 
Euclidean distance between the generating variables, rep-
resenting the similarity between frames. The similarity 
metric is then incorporated into the kernel-based mani-
fold learning method to construct a low-dimensional 
signal representation. The detection only includes 15 pre-
ceding and 15 following frames of the current frame to 
determine its content. Using highly overlapping frames 
would lead to a considerable increase in the computa-
tional cost of the algorithm.

The context of audio signals is relevant, so contextual 
information can be factored in to improve the accuracy 
of voice activity detection. Graph signal processing (GSP) 
provides a new approach to processing data, which can 
illustrate the relationships between data in the form of 

nodes, edges, and weights of edges [22]. Graph signals are 
highly adaptable to different kinds of signals and can be 
reasonably designed according to the characteristics of 
the signal. In GSP, the weight matrices of edges represent-
ing the geometry of the graph consist of the graph Lapla-
cian matrix [23] and graph adjacency matrix [24]. Xue 
et al. [25] had the features of audio signals mapped to the 
graph domain, and defined the graph Fourier basis vector 
through singular value decomposition of graph adjacency 
matrices to denoise speech.

Considering that speech signal is nonlinear, we map 
signal features to graph signals and propose a GSP-based 
method to distinguish between speech and transients. 
Audio signals are a time series. Traditionally, time series 
analysis often relied on statistical analysis methods. 
Recently, the complex network analysis theory has elimi-
nated the dependence on the accuracy of mathematical 
models, a characteristic of traditional methods. The theory 
maps features to a time series complex network [26], one 
kind of graph. Then the Laplacian and adjacency matrix of 
graphs are extracted to present the characteristics of the 
nodes and edges of graphs. More continuous time frames 
are considered in this method, which effectively weakens 
the transient effect and reduces the impact of transients on 
speech frames. We demonstrate that time series complex 
networks of transients and speech display significant dif-
ferences in both nodes and edges. The features extracted 
from graphs can effectively distinguish between speech and 
transients.

The remainder of the paper is organized as follows. In 
Section 2, we formulate the problem of voice activity detec-
tion and propose a method that distinguishes between 
speech and transients by constructing time series complex 
networks and uses the graph-based method to measure 
speech and transients. The extraction and classification 
of graph features are also discussed. Section 3 introduces 
a voice activity detection algorithm based on graphs and 
provides experimental results to demonstrate that the algo-
rithm outperforms other competing methods. Section  4 
concludes and discusses the proposed method.

2  Problem formulation
2.1  Voice activity detection feature
Voice activity detection aims to automatically detect sig-
nal frames containing speech from a continuous observa-
tion signal. This paper examines speech with transients 
collected by a single microphone, divided into frames to 
extract acoustic features to distinguish speech and tran-
sient frames. Let x(t) the noisy signal, given by:

where  s(t) and n(t) are the pure speech signal and the 
transient signal respectively, our task is to divide the 

(1)x(t) = s(t)+ n(t)
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frames of the observed signal into speech and non-
speech clusters.

Mel-frequency cepstral coefficients (MFCC) depend on 
the acoustic characteristics of human ears. The human 
auditory system perceives sounds of different frequencies 
with different sensitivities, corresponding nonlinearly to 
Hz [2].

In voice activity detection, transients are usually more 
dominant than speech due to their higher amplitude and 
broader bandwidth. Accordingly, the MFCC of frames 
containing speech and transients is often similar to those 
containing only transients. To extract nonlinear dynamic 
features of speech, we map MFCC to graph signals and 
identify the type of frames according to the feature of 
graphs. The input signal x(t) is divided into N frames, and 
each frame is denoted as xn . MFCC(·) denotes the extrac-
tion process of MFCC of the input signal, and its output 
is yn ∈ R

1×M given by:

2.2  Dimension reduction
The number of triangular filters decides the number of 
MFCC’s dimensions, generally 13, 26, or 39. High dimen-
sionality poses tremendous challenges to mapping MFCC 
to graph signals. Mapping a high-dimensional time series 
to a time series complex network will produce a complex 
network with a complicated structure.

Moreover, analyzing more frames will moderately 
increase computation complexity, which increases the dif-
ficulty of feature extraction and thus generates the neces-
sity for a low-dimensional representation of audio signals. 

(2)yn = MFCC(xn)

Dimensionality reduction based on the correlation matrix, 
such as principal component analysis (PCA), factor analy-
sis (FA), and canonical correlation analysis (CCA), is linear 
mapping to study the linear correlation between variables. 
Such methods are particularly beneficial for processing 
linear data but are not conducive to retaining the inher-
ent characteristics of original data [27, 28]. Cosine similar-
ity [29] and Pearson correlation coefficient are commonly 
used distance and similarity metric, but they are less dis-
criminative for these coefficients.

It can be inferred from Fig.  1 that the variation trends 
of some coefficients are consistent. However, it is not easy 
to calculate the distance between each coefficient of each 
frame. In order to capture the low-dimensional geomet-
ric structure and retain nonlinear dynamical features of 
speech, we assume that some coefficients in MFCC have 
similar probability distributions and variation trends. 
Therefore, the similarity of the variation trends can be 
measured by the difference between the probability distri-
bution of a large amount of data.

Kullback-Leibler (KL) divergence and Jensen-Shannon 
(JS) divergence are currently the most popular methods 
for measuring differences in probability distributions. 
However, these metrics are meaningless when two distri-
butions do not overlap. The advantage of the Wasserstein 
distance [30] is that it provides a meaningful gradient even 
if two distributions do not overlap or barely overlap. It is 
being used increasingly in Statistics and Machine Learn-
ing, which arises from the idea of optimal transport. The 
method normalizes the histograms and computes the mini-
mum transportation distance to measure the similarity 
between two histograms. It is defined by:
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Fig. 1 13 MFCC of some audio frames
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where �
(

Pi,Pj
)

 represents all joint distributions γ for 
(X, Y) that have marginals distributions Pi and Pj . �x − y� 
is the distance between two samples in the joint distri-
bution γ . The expected value of the distance between 
samples in the γ distribution can be calculated, and the 
maximum lower bound of all expected values is the Was-
serstein distance. The greater the Wasserstein distance 
between two probability distributions is, the greater their 
difference is. The function WS(·) is to calculate the dis-
tance between the probability distributions of every two 
coefficients, given by:

Let y(m) denote the mth MFCC of all speech frames, 
and M denotes the number of MFCC’s dimensions. Ele-
ment Wi,j in W ∈ R

M×M indicates the distance between 
the probability distributions of the ith and jth coefficient.

The output of Max(·) is the index value of the first K larg-
est sum of elements in each column of the input matrix, 
and the corresponding coefficients are selected as the 
feature zn , given by:

2.3  Complex network construction
After dimension reduction, we map the feature to graph 
signals following the complex network theory. In the 
classical time series processing method, the parameter 
calculus of phase space reconstruction hinders the effi-
cient construction of complex networks. The visibility 
graph [26] starts from the original data characteristics 
of the time series and examines the internal connections 
between data, significantly improving network construc-
tion efficiency. Inspired by the above ideas, we focus on 
exploring the internal connections of time series and use 
the pattern representation for time series to determine 
the nodes and edges of complex networks.

In this paper, the pattern representation of time series 
is realized by equal probability symbolization before the 
main patterns in time series are extracted as the nodes of 
networks using equivalent transformation. To establish a 
weighted directed complex network, the edge direction and 
weight between nodes are determined by the conversion 
relationship and frequency between different patterns.

(3)W Pi,Pj = inf
γ∼�(Pi ,Pj)

E(x,y)∼γ [�x − y�]

(4)W = WS









y(1)
y(2)
...

y(M)









(5)index = Max(W)

(6)zn = yn, index

We assume that there is a set of N observable frames and 
a K-dimensional time series zn . Each dimension time series 
is divided into P intervals with equal probability, and inte-
gers {1, 2, · · · ,P} are taken to represent different intervals. 
The time series is transformed into the symbolic series by:

where zn,k(k = 1, · · · ,K ) denotes the kth coefficient of 
the speech feature zn , and cn,k ∈ {1, 2, · · · ,P} denotes the 
symbolized value. Let the symbol(·) represent the pro-
cess of equal probability symbolization, which maps time 
series to symbolic series.

The symbol cn denotes the pattern of each frame which is 
regarded as the node of the graph signal, given by:

When modeling each frame of signals, 2J + 1 continuous 
time frames will be considered, and zn is defined by:

Moreover, the symbolic series is given by:

where J is the number of past and future time frames, the 
multidimensional time series is transformed into pattern 
series represented by symbols.

Different patterns are regarded as the nodes of time 
series complex networks, and the conversion direction and 
frequency between them determine their connecting direc-
tions and weights. If the following pattern is the same as 
the current one, the node remains unchanged; otherwise, 
an edge exists connecting the two nodes. The direction of 
the edge is set to be from the current node to the next one, 
and the weight of the connecting edge increases by one. 
Following the rule above, we can transform the symbolic 
series into a weighted, directed, complex network.

2.4  Graph signal and feature
A complex network is a typical graph signal and unstruc-
tured data representation. Classical digital signal process-
ing addresses temporal signals, implying a highly regular 
data structure; each sample point is arranged chronologi-
cally. However, attempts are generally required to process 
non-regular structured data, such as traffic and social 
networks, including numerical information and struc-
tural correlations between data. Graph signal processing 
is dedicated to processing signals on the graph structure, 
which are not limited to those with regular structures, as 
addressed in classical digital signal processing.

We define a weighted directed graph signal as OG , given 
by:

(7)cn,k = symbol
(

zn,k
)

(8)cn = cn,1cn,2 · · · cn,K

(9)zn =
[

zn−J , . . . , zn, . . . , zn+J

]

(10)cn =
[

cn−J , · · · , cn, · · · , cn+J

]
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where Ŵ(·) denotes the mapping of symbolic series 
cn ∈ R

K×(2J+1) to graph signal. Let vk be the node of the 
graph, and we assume that

G = (V , E ,W) denotes the topology of the graph signal 
OG , and V = [v1, v2, . . . , vM]T denotes the set of nodes on 
the graph corresponding to OG , which means that the 
value of node vk is Ovk . E =

{

ei,j
}

∈ R
M×M denotes the 

edge matrix of graph signals, in which ei,j ∈ {0, 1} . If an 
edge points from vj to vi , ei,j = 1 , otherwise ei,j = 0 . 
W =

{

wi,j

}

(ei,j∈E)
∈ R

M×M is the edge weight matrix of 
graph signals, in which wi,j denotes the weight of edge ei,j . 
The larger the value of wi,j is, the closer the connection 
between node vj and vi is.

Many concepts in the graph signal theory are general-
ized from classical digital signal processing. The gradient 
and divergence of a graph function are also generalized 
from classical functions. In graph signals, the gradient 
∇OG of a graph signal is edge-specific, and the gradient 
of each edge is defined as the difference between the val-
ues of the nodes at both ends of the edge multiplied by 
the weights. ∇OG denotes the partial derivative value of a 
graph signal on the edge from the node vj to vi , given by:

Relevant elements are defined as follows: (1) the inci-
dence matrix K =

(

kij
)

M×Q
 , (2) the graph adjacency 

matrix A =
(

aij
)

M×Q
 , (3) the nodes of the graph are 

v1, v2, . . . , vM , (4) the edges are e1, e2, . . . , eQ , and (5) the 
weight of each edge is w1,w2, . . . ,wQ [31].

Each row of the adjacency matrix represents a node, 
each column an edge, and each element the weight of the 
edge. The gradient of a graph signal can be defined as:

The graph Laplacian matrix is defined as:

The graph adjacency matrix is not necessarily symmet-
ric, whereas the Laplacian matrix is. The divergence of 

(11)OG = Ŵ
(

cn
)

(12)OG =
[

Ov1 ,Ov2 , . . . ,OvM

]T
∈ R

M ,M ≤ 2J + 1

(13)∇OG =

(

Ovi − Ovj

)

× wi,j

(14)kij =







1 if vi is the head of ej
−1 if vi is the tail of ej
0 otherwise

(15)aij = kij × wj

(16)∇OG = ATOG

(17)L = AKT

the gradient of a graph signal is a characteristic of nodes, 
which is defined as:

The Laplace matrix is a semi-positive definite real sym-
metric matrix whose eigenvalues are all non-negative 
real numbers. Since the row sum of the Laplace matrix is 
always zero, its minimum eigenvalue is also always zero 
and the eigenvalues satisfy �1 ≥ �2 ≥ · · · ≥ �M = 0 . The 
eigenvalue of the Laplacian matrix is also the frequency 
of graph signals so that the graph Laplacian matrix can 
describe the extent of changes in a graph.

According to the singular value decomposition 
(SVD) theorem, there are M-order orthogonal matrices 
U = (u1,u2, · · · ,uM) and V = (v1, v2, · · · , vM) , which 
satisfy:

The diagonal matrix D = diag{�1, �2, · · · , �M} , 
�i(i = 1, 2, · · · ,M) is the singular value of matrix 
L. All eigenvalues are formed into an eigenvector 
f = (�1, �2, · · · , �M) , which can describe the characteris-
tics of the Laplacian matrix. Therefore, it can be used to 
characterize graph signals. The following parameters are 
defined according to the eigenvectors:

i. The maximum eigenvalue f1 is one of the critical 
indicators of changes in signal energy.

ii. The variance of the eigenvector f2 reflects the fluc-
tuation of the Laplacian matrix.

iii. The energy of the eigenvector f3 represents the 
energy of elements in the Laplacian matrix.

These three parameters with the gradient ∇OG and 
the divergence ∇2OG are used together to represent the 
characteristics of graph signals and identify the signals 
of different voice activities.

The proposed algorithm for voice activity detection 
is summarized in Algorithm  1. It grows in complexity 
with higher P and K. It carries O(PKN ) computational 
cost. The data is easily visualized when K is equal to 2. 

(18)∇2OG = LOG

(19)L = UDVT

(20)f1 = max(f ) = max (�1, �2, · · · , �M)

(21)

f2 =
1

M

M
∑

i=1

(

�i − f̄
)2

f̄ =
1

M

M
∑

i=1

�i

(22)f3 =
1

M

M
∑

i=1

�
2
i



Page 6 of 13Guo et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:16 

Even if K increase, the audio signal can still be mapped 
to graph. However, considering the computational 
complexity and real-time performance, P value would 
be adjusted as needed.

Algorithm 1 Voice activity detection

3  Experimental result
3.1  Implementation
To evaluate the performance of the proposed method, 
we use speech from the Librispeech dataset [32].The 
sampling rate is 16kHz, and the signals are divided into 
512 sampling points in each frame with a 50% overlap 
between adjacent frames. As shown in the flow chart of 
Algorithm  1, there are two phases. In the phase of pre-
processing, we select 160 min of speech from 200 speak-
ers to calculate the probability distributions of MFCC 
and reduce dimension, while in the second phase, we use 
200 s of speech from 20 speakers for the training of the 
SVM classifier.

We also select ten types of transients from online free 
corpora [33], including door knocking, keyboard tapping, 
doorbells and so on. We obtain 100 s of data for each type 
of transient, a total of 1000 s as the transient dataset for 
subsequent experiments.

Speech and transients were normalized to have the 
same maximum value [19, 20, 34], which was more 

convenient than normalizing them according to their 
energy since transients often have low energy due to 
their short duration.

In order to maintain the nonlinear characteristics of 
the original data, MFCC was extracted after the signal 
was divided into frames and the probability distribu-
tions of 13 coefficients were calculated. The probability 
distributions of the second to thirteenth coefficients are 
approximate to a Gaussian distribution. Figure 2 depicts 
the probability distributions of the first to fourth coef-
ficients, which proves the validity of the assumption 
that the several coefficients share the similarity in their 
probability distributions and variation trends.

The Wasserstein distance was used to calculate the 
distance between probability distributions to measure 
their difference to reduce time series dimensions when 
constructing time series complex networks. The heat 
map of the distance matrix is shown in Fig. 3, in which 
the darker the color is, the higher the value is. A higher 
Wasserstein distance between two probability distri-
butions indicates more significant differences between 
them. It can be judged from Fig. 3 that the distributions 
of the first and the third coefficient differ significantly 
from those of other coefficients. Therefore, these two 
coefficients were selected for the pattern representation 
and complex network construction.

Both the selected coefficients were symbolized 
with equal probability. Figure  4 shows the probabil-
ity distribution of the first and the third coefficient, 
where the red line is the threshold of equal probability 
symbolization.

For each frame of speech signal xn , we considered the 
continuous frames xn−J , xn−J+1, · · · , xn, · · · · · · , xn+J 
within a specific period, where J was set to be 50. This 
allowed us to fully leverage the contextual information 
the preceding and following frames provided to distin-
guish speech and transients better. Figure  5 shows the 
time series complex networks of speech without tran-
sients, transients, and speech with transients. There are 
some significant differences between them. The nodes of 
speech without transients concentrate in the upper part 
of the graph, while those of transients concentrate in 
the lower right area. Compared with the other two cat-
egories, speech with transients has more node types; its 
nodes have a wider distribution range and mainly con-
centrate in the right region.

Complex networks also show differences in node con-
version. Most of the nodes of speech without transients 
converse to their adjacent or adjacent diagonal nodes, 
while node conversion in transients is more complex. 
With different SNRs, the types and conversions of nodes 
of speech with transients do not show distinct differ-
ences, but they are different from those of speech without 
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transients and those of transients. Hence, we can differ-
entiate these three types of voice activities based on time 
series complex networks.

Since transients usually are more dominant than 
speech, many algorithms will flag frames containing both 
speech and transients as ones containing only transients, 
or identify frames containing transients as speech frames. 
Compared with traditional algorithms, the graph-based 
feature improves the clustering effect of audio frames. 
Figure  6 is a scatter plot of graph signals’ gradient and 
divergence characteristics in which dots of three differ-
ent colors represent three voice activities. It can be seen 

that frames containing speech and transients are closer 
to speech frames, proving that the graph-based feature 
effectively distinguishes speech frames from transient 
frames.

Considering that the SVM classifier can distinguish the 
features of speech and transients better, we select 200 s 
of speech from 20 speakers and then randomly add tran-
sients with different SNRs to it, producing a 1000-s data-
set. The dataset is used for feature extractions and the 
training of the SVM classifier. The ratio of the train data 
and test data is 8:2.

Fig. 2 The probability distributions of the first to fourth coefficients
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3.2  Performance comparison
Ten different speakers are selected from the dataset, each 
with about 10s speech without transients and 10s speech 
with random transients, a total of 200 s as test data. We 
have implemented sets of experiments to test the detection 
accuracy for speech, transient and speech with transients.

The length of the context window controls the trade-
off between correct detection and false alarm rates. As 

shown in Table 1, when J = 50 , the correct detection rate 
of speech is the highest and the false alarm rate is the sec-
ond lowest. Therefore, the parameter J is set to 50 in the 
subsequent experiments.

The performance of the proposed method was com-
pared with two voice activity detection algorithms, which 
are based on formant [13] and kernel [21] respectively 
and represented as “PND” and “Kernel.” The algorithm 

Fig. 3 The heat map of the Wasserstein distance matrix

Fig. 4 a The probability distribution of the first coefficient. b The probability distribution of the third coefficient. The red line represents the 
threshold for symbolization, divided into ten intervals and represented by 1–10, respectively
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proposed in this paper is represented by “Proposed.” 
Figure  7 shows the waveform of audio signals con-
taminated with door-knocking and keyboard-tapping 
transients. Figures 8 and 9 present the qualitative assess-
ment of the proposed VAD, compared with detectors 
“PND” and “Kernel.” Table 2 shows the accuracy of voice 
activity detection of three algorithms in two transient 
environments.

In voice activity detection, the silent frames less 
than 100 ms between speech frames are considered 
as parts of speech, and only speech with a duration 
of more than 250 ms is considered as speech. “PND” 
detects each frame independently, and disregards the 

contextual information of the preceding and following 
frames, though it regards five preceding and following 
frames of the detected frame as speech frames for the 
presence of consonants. Limited by the computational 
complexity, “Kernel” can only consider 15 preceding 
and following frames of the detected frame. However, 
these two algorithms are sensitive to the silent frames 
with a brief duration between speech frames and flag 
them as non-speech frames which are outside the 
scope of our interest in this study. In addition, they 
will recognize transients with high energy as speech 
frames, and thus fail to identify frames containing only 
transients.

Fig. 5 The complex network of a speech without transient; b transient; c speech with transient, SNR=5dB; and d speech with transient, SNR=0dB. 
Take the symbolized value of the first coefficient as X‑axis and that of the third as Y‑axis
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The results demonstrate that our proposed detector 
has a lower false alarm rate than the other two detec-
tors, especially for transient frames after the 8th second 
in the keyboard-tapping transient environment. Our pro-
posed method can include more context to distinguish 
silent frames of interest from the signal more accurately, 
instead of silent frames with a brief duration between 
speech frames. However, it will identify some frames 
containing only transients as speech frames. Mistakes 
often occur when speech frames are adjacent to those 
containing only transients. Nevertheless, these two kinds 

Fig. 6 The scatter plot of the gradient and divergence characteristics of graph signals. Red dots, blue dots, and green dots represent frames of 
speech without transients, speech with transients, and transients, respectively

Table 1 The accuracy of the proposed algorithm in different 
context window

Note: Entries in boldface are the best results

J 20 30 40 50 60

Speech 71.30% 80.47% 83.52% 87.73% 85.46%

Transient 66.42% 75.58% 82.91% 81.54% 78.91%

Speech with transient 71.30% 78.03% 80.06% 88.25% 89.55%
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Fig. 7 The waveform of speech signal contaminated with door knocking and keyboard tapping
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of frames can be better distinguished based on the pro-
posed method generally, which is based on graphs, the 
new method for VAD.

Table 3 displays the detection accuracy and the real-
time performance of these three algorithms in differ-
ent scenarios. In one scenario, the material was divided 
into two categories: speech frames and non-speech 
frames. The category of speech frames consisted of 
speech with and without transients. Transient and 

silent frames were classified into non-speech frames. 
In the other scenario, the material was divided into 
three types, where speech frames were subdivided into 
speech with transients and speech without transients.

“PND” utilizes formant frequency information to 
detect the presence or absence of speech, and the for-
mants may also be detected when the signal includes 
additive noise. For this reason, though transients with-
out formant structures can be identified, it is difficult 
to find an appropriate threshold to distinguish speech 
with transients from speech without transients. Fur-
thermore, some transients also contain similar for-
mant structures, leading to a further deterioration of 
the performance. “Kernel” performs better than “PND” 
and when the material is divided into two categories, it 
slightly outperforms our proposed algorithm. However, 
“Kernel” is of high complexity, and it requires a much 
longer running time than the proposed one.

Fig. 8 The performance of the proposed detector, with a transient of keyboard tapping. The light blue line is the input audio signal with transient, 
and the red line is the ground‑truth representing the frames containing speech. The green, magenta and dark blue line are the detection result of 
“PND,” “Kernel,” and “Proposed,” respectively

Fig. 9 The performance of the proposed detector, with a transient of door knocking. The light blue line is the input audio signal with transient, and 
the red line is the ground‑truth representing the frames containing speech. The green, magenta and dark blue line are, respectively, the detection 
result of “PND,” “Kernel,” and “Proposed”

Table 2 The accuracy of voice activity detection of three 
algorithms in two transient environments

Note: Entries in boldface are the best results

Knocking Keyboard taps

PND 84.20% 87.34%

Kernel 74.02% 70.45%

Proposed 95.63% 92.71%
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When severely corrupted by transients, the proposed 
algorithm is superior to “Kernel” and “PND.” With the 
proposed method, the characteristics of transients can 
be extracted. Transients can be successfully distinguished 
without being regarded as speech frames, even when they 
are more dominant than speech. However, due to the 
slight similarity in the node distribution and edge conver-
sion of graph signals mapped from speech with and with-
out transients, the method performs less satisfactorily in 
deciding whether the speech contains transients.

Experiments show that the proposed algorithm aver-
ages 0.0093 s processing time per frame. The algorithm 
complexity is low and allows real-time processing.

4  Conclusion and discussion
Voice activity detection is particularly challenging in the 
presence of transients, which are usually more dominant 
than speech due to their short duration, high ampli-
tude, and rapid spectrum changes over time. This paper 
discusses voice activity detection in the presence of 
transients and proposes to apply the complex network 
analysis theory to investigate the differences between 
speech and transients in nonlinear dynamic character-
istics. Moreover, a new method is introduced to analyze 
complex networks in the form of graph signal processing. 
With a low complexity, the algorithm is adequate for real-
time detection.

The speech signal is mapped to the graph signal using 
the symbolic representation of time series to preserve 
the nonlinear dynamic characteristics of speech. A 
series of symbolic patterns are extracted as the nodes 
of time series complex networks. Then the association 
between the symbolic patterns is used to determine the 
weight and direction of the network edges. The time 
series symbolization allows partial noise elimination 
and fast information extraction. Therefore, the struc-
ture and characteristics of complex networks are very 

sensitive, enabling them to identify and analyze time 
series quickly.

With the proposed method, transients can be success-
fully distinguished from speech frames instead of being 
regarded as the latter, even when transients dominate 
in the frame. Considering that the method allows us to 
cluster frames according to the presence of speech rather 
than transients, it is advisable for voice activity detection. 
The major limitation of this method is its failure to dis-
tinguish the speech frames containing transients from 
speech frames. Therefore, a natural progression of this 
work is to find a better feature to build a complex net-
work to improve the accuracy of voice activity detection.
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