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Abstract 

In recent years, the adoption of deep learning techniques has allowed to obtain major breakthroughs in the auto-
matic music generation research field, sparking a renewed interest in generative music. A great deal of work has 
focused on the possibility of conditioning the generation process in order to be able to create music according 
to human-understandable parameters. In this paper, we propose a technique for generating chord progressions 
conditioned on harmonic complexity, as grounded in the Western music theory. More specifically, we consider a pre-
existing dataset annotated with the related complexity values and we train two variations of Variational Autoencod-
ers (VAE), namely a Conditional-VAE (CVAE) and a Regressor-based VAE (RVAE), in order to condition the latent space 
depending on the complexity. Through a listening test, we analyze the effectiveness of the proposed techniques.
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1 Introduction
Automatic music composition has always been a topic 
of interest in several research and artistic fields, such as 
music, musicology, music philosophy and computer sci-
ence. It is worthy to cite the Mozart’s dice games as one 
of the first attempts to compose music in an automatic 
fashion. The first experiments in automatic music com-
position by means of a computer were obtained in the 
1950s with “The Iliac Suite” by Lejaren Hiller through a 
stochastic rule-based system  [1]. Successive attempts 
were mostly based on the use of Markov models in order 
to perform melody or harmony generation [2, 3] or create 
improvisation systems [4].

More recently, the adoption of deep learning tech-
niques has led to major breakthroughs in automatic 
music composition and generation  [5, 6], causing a 

renewed interest in the subject also from an industry 
point of view, especially for what concerns the creative 
and content provider aspects. AI-based music composi-
tion systems are often applied in game design or for auto-
matic soundtrack composition. While in older games, the 
music was linearly modified when changing game levels 
or state, in recently proposed games, which often have a 
non-linear structure, the number of different scenarios 
requiring to change or modify the music, make it unfea-
sible for the composer to write in a reasonable time the 
amount of music needed for every possible scenario [7]. 
In this context, it is often useful to apply some kind of 
conditional music generation technique that is able to 
vary the generated compositions depending on some 
high-level parameter such as emotion and style. In this 
paper, we explore the possibility of conditioning the deep 
learning-based music generation process, specifically 
of chord progressions, depending on the perceived har-
monic complexity value, a parameter that has been dem-
onstrated as being important in determining whether a 
musical piece will be liked or not [8, 9].
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The main deep learning methods for music composi-
tion can be broadly divided into models that directly 
generate the raw audio waveform and those that generate 
symbolic music representations (e.g., MIDI).

With respect to raw audio generation, the first major 
breakthrough was the WaveNet model  [10], based on 
an autoregressive architecture. This approach was then 
extended in  [11], where a series of Vector-Quantized 
Variational Autoencoders (VQ-VAEs) trained at multiple 
time scales are fed into a WaveNet Decoder. The method 
allowed better long-term structures, but worse audio 
quality. In [12], a Wave-to-Midi-to-Wave model was pro-
posed taking advantage of using notes as an intermediate 
representation in order to generate raw audio waveforms.

Deep learning-based symbolic music generation tech-
niques are based on a plethora of architectures such as 
Long Short-Term Memory networks (LSTMs)  [13, 14], 
bidirectional LSTMs  [15], Transformers  [16] or Vari-
ational Autoencoders (VAE)  [17].

The human music composition process consists of 
a layered set of stages that involves music theory, emo-
tion understanding, and high-level timbral, auditory, 
and music perception, which have been extensively 
studied also from a neuroscience perspective  [18]. Very 
frequently, the composition process starts with the aim 
of inducing a high-level perceptual idea of emotion. 
“I would like to compose a sad and rough piece,” is an 
example. The layered structure of deep learning meth-
ods resulted to be effective in modeling music at differ-
ent levels of abstraction  [19–21]. For this reason, much 
attention is focused today on the conditional music gen-
eration task, that is, varying the generated music accord-
ing to some high-level parameter, which can be easily 
understood by a musician. WaveNet [10] is explored as a 
conditional architecture by giving as input an additional 
tag such as an additional instrument. In [22] a model able 
to generate polyphonic pieces with a chosen tonal ten-
sion profile, is proposed. Whereas, in  [23], the authors 
present the Groove2Groove model, which is an encoder-
decoder network able to perform one-shot style transfer. 
Transformer architectures   [24] are involved in  [25] in 
order to create a deep learning model able to condition 
the generation process depending on a specific theme. A 
great number of methods, such as the one proposed in 
this paper, aim at learning latent representations of the 
symbolic music data that disentangle the variation with 
respect to the conditioning element. One of the first 
proposed works that use a VAE for latent-space mod-
eling is  [26]. There, the authors introduced the Music-
VAE architecture. The encoder consists of a simple RNN, 
while the decoder is hierarchical. The latter encourages 
the model to correctly utilize the latent representation. 
In  [27] the authors learn an effective latent space for 

symbolic style-aware music generation, by applying the 
concept of adversarial regularization to a VAE and lever-
aging the music metadata information as a prior for the 
latent space. The latent space is conditioned with respect 
to tonal tension in  [28], while in  [29] with respect to 
emotions, in both cases in order to generate monophonic 
music.

In this manuscript, we explore two techniques for 
conditioning the latent space of a VAE in order to gen-
erate chord progressions depending on their harmonic 
complexity, as defined in the Western music culture [8]. 
Several definitions of harmonic complexity have been 
proposed in the literature [30]. We consider the complex-
ity model already proposed in  [31], where the authors 
designed an architecture of a language model of tonal 
chord sequences, used to model cognitive expectation, 
and demonstrated its ability to estimate the perceived 
harmonic complexity through a listening test.

We will specifically use a Conditional Variational 
Autoencoder (CVAE)  [32] and a VAE-based regression 
model [33], which are two variations of the standard VAE 
that are able to condition the latent space depending on 
a selected parameter, which in our case will be the har-
monic complexity.

The rest of the paper is organized as follows. In Sec-
tion  2, we present the necessary background related to 
music complexity and the model proposed in   [34]. In 
Section  3, we thoroughly describe the dataset of chord 
progressions used in this paper generated through the 
model proposed in  [34]. In Section  4, we formalize the 
problem of chord progression generation conditioned on 
harmonic complexity, while in Section 5, we present the 
two techniques based on CVAE and RVAE architectures. 
In Section 6, we present the listening test results aimed 
at exploring the capabilities of the proposed techniques. 
Finally, in Section 7, we draw some conclusions.

2  Background on harmonic complexity
In this section, we present a brief introduction related to 
the concept of complexity in music. We will focus on the 
concept of harmonic complexity, rooted in the Western 
music culture, and we will also introduce the complexity 
representation proposed in [31] that will be used in this 
paper.

2.1  Research in music and complexity
The term complexity is a very broad concept generally 
used to describe what is felt as unpredictable or coun-
ter-intuitive, it lacks a single universal definition and 
corresponds to a different meaning depending on the 
context  [35]. In [36] four different definitions of music 
complexity are proposed: hierarchical, which considers 
the structure of music on several levels, dynamic, which 
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focuses on the temporal evolution of the music piece and 
information-based, which applies concepts drawn out 
from algorithmic information theory.

A great amount of effort in music complexity research 
was oriented toward linking the complexity of a musi-
cal piece and the pleasantness that the listener derives 
from it. In  [37] the individual preference for a piece of 
music was related to the so-called arousal potential, 
which corresponds to the activity produced in the brain 
after the listening. This relationship behaves like an 
inverted U-shape curve and it has been studied in terms 
of both individual  [38, 39] and general population-level 
preference  [40] and has been analyzed in the context of 
contemporary western music in  [41], finding that the 
U-shaped behavior, not only determines songs’ popular-
ity but varies depending on the genre.

2.2  Harmonic complexity
No universal way exists in order to measure the com-
plexity of a musical piece and the various proposed 
approaches usually work by considering one of the fol-
lowing dimensions: acoustic, structure, timbre, rhythm, 
melody and harmony. In this manuscript, we will focus 
on the concept of harmonic complexity, which can be 
defined as the interaction and arrangement of chords in 
a musical piece [42]. Grounding our research in the con-
text of Western music culture, we will consider Tonal 
Harmony [43], where the function of the chords is deter-
mined by the relation of their root note with respect to 
a reference pitch class, denoted as the tonic. Although 
studies demonstrated that non-musicians have some kind 
of natural concept of tonic harmony [44], it is important 
to stress the fact that this concept applies only to West-
ern music culture, since the concept of harmony is often 
not present in other music cultures [45].

In the literature, several approaches have been proposed 
for measuring tonal complexity, both from audio data 
and symbolic representations. In  [8], the harmonic com-
plexity is subdivided into three classes: harmonic rhythm, 
based on the rate of chord changes, harmonic dissonance, 
related to the relationship between the notes in a chord 
and harmonic evolution, concerning the dynamic evolution 
of harmony. The complexity derived from the harmonic 
evolution of the musical content is strongly related to the 
expectations developed by the listener, regarding the evo-
lution of the harmonic profile of the musical piece. This 
class of complexity can be further subdivided depending on 
how the expectation is formed in the mind of the listener. 
The sensory expectation is generated through low-level 
audio properties, such as the evolution of pitch, while the 
cognitive expectation is generated through the application 
of high-level representations of the musical content, such 
as tonal harmony. Depending on the type of expectation 

chosen, the techniques used in order to estimate the har-
monic complexity differ.

When considering sensory expectations, the compu-
tation of the harmonic complexity is often performed 
through metrics such as the Pitch Class Profile (PCP) [46], 
denoted also as chromagram, such as in  [39, 47]. Tech-
niques based on cognitive expectation, instead, compute 
the quantity of surprise perceived by the listener in order 
to estimate the harmonic complexity. This is often done by 
either directly applying music theory rules or by applying 
machine learning models. In [48, 49], the authors estimate 
the complexity by proposing two rules used to compute 
the harmonic distance between subsequent chords while 
in  [50] the distance is estimated via a machine learning 
model. Other machine learning-based approaches are 
based on multiple viewpoints, systems, Hidden Markov 
Models, or Dynamic Bayesian systems [42, 51].

2.3  Data‑driven harmonic complexity estimation 
from chord progressions

In order to treat the harmonic complexity of chord pro-
gressions, we use the method proposed in  [34], where a 
compound language model is used in order to generate 
chord progressions. The probability attached to each chord 
in the progression is then related to its cognitive expecta-
tion, and thus with the perceived harmonic complexity, via 
a listening test.

More specifically, the compound model  [34] models 
chord progressions by computing the prediction prob-
ability of each chord xi , given the sequence of n previous 
chords, denoted as p(xi|xi−1, . . . , xi−n) , which for brevity 
will be written as p(xi|xi−1

i−n) in the following. This is done 
by computing a distribution over chord sequences

by training three different language models, namely Pre-
diction by Partial Matching (PPM) [52], Hidden Markov 
Model(HMM)  [53], and Recurrent Neural Networks 
(RNN)  [54]. Once these three models are separately 
trained, in [34], they are combined in a compound model, 
by averaging their output through

where m is one of the three models contained in the set 
M , πm is the weight parameter applied to each model 
and m∈M πm = 1 . This procedure is done in order to 
ameliorate the disadvantages of each model by combin-
ing them. In [34], the πm values were selected through a 
grid search, by maximizing the chord prediction accu-
racy in terms of cross-entropy. The best model was found 

(1)p(x) = p(x0)
∏

i>0

p(xi|x
i−1
0 )

(2)p(xi|x
i−1
i−n) =

∑

m∈M

πmpm(xi|x
i−1
i−n),
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to be the one that has πm = 0 for both the RNN and PPM 
models, while πm = 0 for the HMM. Further Details 
related to the training procedure and architecture are 
contained in [34].

3  Dataset of chord progressions
In order to ease the reading of the manuscript, we pre-
sent here the dataset of chord progressions, presented 
in [55] that was used in order to generate the latent space 
that allows sampling chord sequences following their per-
ceived complexity value. We first describe the technique 
through which the progressions were sampled and then 
we describe the general characteristics of the dataset.

3.1  Sampling chord sequences according to harmonic 
complexity

In [34], it was proven that there exists a correlation 
between the probability of the generated chord sequences 
and the complexity perceived by the listeners. In order to 
create the dataset used for training the VAEs and gen-
erating the complexity-dependent latent space, it is first 
necessary to describe how it is possible to sample chord 
sequences using the compound language model pro-
posed in [34]. Normally, the procedure would be to sam-
ple one chord at a time, that is extracting xi from p(x|xi0) , 
however, using such a technique, it would be impossible 
to control the final probability of the whole sequence. We 
instead follow what was done in [55] and consider a data-
set sampled using a combination of temperature sampling 
and uniform sampling.

Using temperature sampling, we modify the probabil-
ity distribution p(x|xi−1

0 ) before sampling each chord xi 
as follows

where τ is the temperature parameter and X  is the set of 
possible chords. Different τ values cause different effects. 
While τ = 1 maintains the original probabilities, τ → ∞ 
tends to make the distribution uniform, and finally, val-
ues τ → 0 tend to output the most probable chords.

Uniform sampling, instead, each chord progression 
is sampled from a uniform distribution over the set of 
possible chords X  . This allows the division of the gen-
erated progressions into different bins, according to the 
probability.

First, chord progressions are generated using tem-
perature sampling, which allows to more easily create 
sequences having all possible probabilities p, then the 
uniform sampling allows us to split the sequences in non-
overlapping bins according to the log probability log p(x) 
of the sequences.

(3)pτ (x|x
i−1
0 ) =

p(x|xi−1
0 )1/τ

∑

x∈X p(x|xi−1
0 )1/τ

,

3.2  Dataset composition
The dataset used in this paper and generated in  [55] 
consists of 6311 sequences composed of 5 chords each. 
The types of possible chords are four: major maj, minor 
min, 5 or fifth chord (power chord), 7 or seventh chord. 
Sequences begin with either Cmaj or Cmin and were 
forced to end with the same chord (i.e. the tonic) since 
this avoids biases due to the fact that the ending of a 
sequence could influence the perceived complexity [55].

Following the uniform sampling, chord sequences are 
ordered, according to their log probability, into 30 bins, 
where each bin corresponds to a log-probability interval. 
In Table 1, we present a few examples of chord sequences 
related to corresponding complexity bins and log-proba-
bility intervals, while in Fig. 1, we present two histograms 
representing the number of chord progressions per com-
plexity bin, separated for what concerns the major and 
minor progressions.

It is interesting to note how the different complexity 
classes correspond to the type of musical associations 
identified in musical theory literature. If we analyze the 
major sequences, we can see that progressions in the first 
bins (low complexity) contain mainly harmonic transi-
tions between chords I-IV-V, respectively: the tonic, 
the subdominant and the dominant. These types of 
progressions are usually denoted as simple in terms of 
complexity [56].

The complexity can then be treated through con-
tinuous values, i.e., the log probabilities of the chord 
sequences or as discrete ones, corresponding to log-
probability intervals, the latter denoted as bins in the 
following. We will use the discrete bin representation 
in the proposed techniques since it enables us to treat 
the complexity levels as classes. When training the net-
work models, while we used the same span of 30 classes 
for both of them, we grouped them differently in order 
to better exploit the characteristics of the models. The 

Table 1 A subset of the dataset divided by different bins (1–30) 
representing harmonic complexity

Complexity Bin log p(x) Progression Type

1 − 6.460180 CGFGC Major

− 7.026709 CmFmBbEbCm Minor

2 − 7.064298 CGCGC Major

− 8.208561 CmAbFmBbCm Minor

5 − 10.431535 CE7AmFC Major

− 10.956227 CmGFmGCm Minor

10 − 16.131764 CBA♯AC Major

− 16.763926 CmDmAbDmCm Minor

20 − 26.125212 CA7A♯7D♯C Major

− 27.258201 CmC♯mG7AbCm Minor
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RVAE was trained using chord sequences with the asso-
ciated 30 harmonic complexity bins, as in the dataset 
definition, since this allows the creation of a continuous 
axis in the latent space capable of modeling this feature 
from which new progressions were generated. Instead, 
while training the CVAE, we grouped the 30 complexity 
classes into 5 classes, each comprising 6 consecutive bins. 
The 5−classes representation will be denoted as aggre-
gated bin in the following. This choice was made because 
the model generates a latent space associated with each 
of the complexity classes and not a continuous space as 
in RVAE. By compacting the classes, the number of data 
associated with each class is standardized and the latent 
spaces obtained are able to better capture the properties 
associated with different values of harmonic complexity.

4  Problem formulation and data representation
In this section, we formalize the goal of the methods pro-
posed in this paper, that is, to learn a latent space that is 
capable of generating chord sequences using harmonic 
complexity as a conditioning parameter.

Let us consider sequences of chords represented in 
the symbolic domain, each chord may be described 
by a multi-hot vector x ∈ Z

Np

2  , where Np = |P| and 

P = {C ,C#,D,D#,E, F , F#,G,G#,A,A#,B} is the set of 
pitch classes, such that the vector components equal to 
1 correspond to the notes composing the chord as shown 
in Fig. 2. A progression of M chords can then be repre-
sented by stacking together M multi-hot x vectors into a 
binary matrix X ∈ Z

M×Np

2  as shown in Fig. 3.
Each chord progression can be assigned to a specific 

value of harmonic complexity  [31] through a one-hot 
vector c ∈ Z

Nc
2  , where Nc corresponds to the number of 

complexity classes.
The generation process can then be defined as

where U(·) is a function that is able to generate chord 
progressions whose complexity is the same as the desired 
one c by properly sampling the latent space.

5  Chord sequence generation conditioned 
on harmonic complexity

In this section, we present two techniques for the gen-
eration of sequences of chords conditioned on their 
harmonic complexity and to model the latent space 
based on this feature. We first generally present how a 
Variational Autoencoder (VAE) can be used to generate 

(4)X = U(c),

Fig. 1 The number of chord progressions in the dataset per bin of harmonic complexity divided into major and minor sequences. The former (a) 
begins and ends with C maj, while the second (b) with C min. The number of harmonic complexity bins is 30

Fig. 2 Representation of a C major chord (composed by the notes of C, E, G) in multi-hot format
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chord sequences, and we introduce the notation that will 
be used throughout the rest of the paper. Then, we pre-
sent how the generation can be conditioned based on the 
harmonic complexity through a Conditional Variational 
Autoencoder (CVAE)  [32] and on a VAE-based regres-
sion model [33].

5.1  Variational Autoencoder for chord sequence 
generation

Variational Autoencoders (VAEs)  [57, 58] are directed 
graphical models. Considering the chord progression 
matrix X as input to the VAE, a set of latent variables z 
is generated from the prior distribution pθ (z) , while X is 
generated by the generative distribution pθ (X|z).

In order to approximate the true posterior pθ (X|z) , a 
proposal distribution qφ(X|z) is introduced. Then the 
VAE can be formulated through an encoder and decoder 
network that model the distributions qφ(X|z) and 
pθ (X|z) , respectively, by retrieving the set of parameters 
φ and θ.

Considering a training set of chord sequences X (train) 
= {X1, ...,XN (train)} the encoder distribution qφ(z|X) 
is learned such that it is consistent with the posterior 
pθ (X|z) ∝ pθ (X|z)pθ (z) by maximizing the lower-bound 
of the log marginal distribution of X

where DKL(·||·) denotes the Kullback-Leibler divergence. 
Eq. (5) is minimized when qφ(z) = pθ (z|X).

Usually, gaussian latent variables are assumed and 
qφ(z|X) = N (z|µφ(x), diag(σ

2
φ(x)) , where the mean 

µφ(x) and variance σ 2
φ(x) are obtained as the output of 

the encoder network.
The second term of Eq.  (5) can be marginalized, by 

assuming Gaussian variables and can be interpreted 
as a regularization term, forcing the elements of the 
encoder output to be normally distributed and uncor-
related. The first term, instead is akin to an autoencoder 

(5)
log pθ (X) ≥ Ez∼qφ(z|X)

[

log pθ (X|z)
]

−DKL(qφ(z|X)||pθ (z)),

reconstruction error, by applying the so-called repa-
rameterization trick  [57] z = µφ(x)+ σ

2
φ(x)⊙ ǫ , where 

ǫ ∼ N (0, I) and ⊙ denotes the element-wise product, 
then z can be replaced by sampling ǫ , independently of 
θ , allowing to backpropagate the error through Gaussian 
latent variables. In this way, the VAE can be efficiently 
trained through Stochastic Gradient Descent (SGD).

5.2  Conditional Variational Autoencoder
Simply training a VAE using a dataset of chord progres-
sions, would not allow us to control the generation pro-
cess depending on the harmonic complexity.

Therefore, we propose a technique based on the use of 
a Conditional Variational Autoencoder (CVAE), that is, 
a modification of the VAE architecture where a label, in 
our case the harmonic complexity class, is used to condi-
tion the VAE.

Specifically, given the complexity vector c and the chord 
progression matrix X , the CVAE consists of an encoder 
modeling the conditional distribution qφ(z|X, c) and of a 
decoder modeling the conditional distribution pθ (X|z, c) 
by retrieving the set of corresponding parameters φ and 
θ , respectively. We again assume Gaussian latent vari-
ables qφ(z|X, c) = N (z|µφ(x, c), diag(σ

2
φ(x, c)) and the 

training can be performed as in the VAE case, where the 
variational lower bound, defined in (5) becomes

We provide in Fig. 4 a schematic representation of how 
to use the CVAE model during the training procedure.

5.2.1  Network architecture
The input to the network corresponds to the vectorized 
chord progression matrix X concatenated with the com-
plexity vector c , resulting in [vec(X) c] ∈ R

MNpNc , where 
vec denotes vectorization.

The proposed encoder network is then structured as 
follows: 

(6)
log pθ (X|c) ≥ Ez∼qφ(z|X,c)

[

log pθ (X|z, c)
]

−DKL(qφ(z|X, c)||pθ (z, c)).

Fig. 3 The M ×Np matrix representing the chord progression composed by 5 chords. The sequence in this example is C maj, D min, E min, F maj, C 
maj
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 (i) A fully connected layer, with 512 neurons, followed 
by dropout [59].

 (ii) A fully connected layer, with 512 neurons.
 (iii) A fully connected layer, with 128 neurons.
 (iv) Two parallel fully connected layers, with 2 neurons 

each generating the mean µ and standard deviation 
σ.

The latent variable z is then obtained as z = µ+ σ ◦ ǫ , 
where ǫ corresponds to random noise and is concat-
enated with the complexity class vector c , before being 
fed to the decoder, whose architecture is structured as 
follows 

 (iv) A fully connected layer, with 128 neurons, followed 
by dropout [59].

 (v) Two fully connected layers, with 512 neurons.
 (vi) A fully connected layer, with MNp neurons.

All fully connected layers are followed by a ReLU activa-
tion, with the exception of layers iii and vi where linear 
and sigmoid activations were used, respectively. We used 
a dropout rate of 0.2.

5.2.2  Deployment
Once the CVAE is trained, the generation process of 
chord sequences can be described as follows

• Sample a random latent variable z from the prior dis-
tribution p(z) , i.e., the latent space.

• Concatenate the z variable with the c condition-
ing vector of choice and generate a new data from 
pθ (X|c, z)

Since the output of the network is in the range [0, 1], due 
to the sigmoid activation, it is necessary to binarize it in 
order to get values suitable for the chord representation 
chosen. In order to do this, we applied a simple pattern-
matching procedure by computing the cosine distance 

between each chord in the generated progression and 
all the 48 possible obtainable chords using the 12 pitch 
classes and 4 chord types. The chord corresponding to 
the smallest distance was chosen.

A schematic representation of the chord sequence gen-
eration procedure using the CVAE model is shown in the 
top part of Fig. 5.

5.3  Variational Autoencoder and Regressor
The second method presented in this paper, modifies 
the VAE architecture by adding a probabilistic Regressor 
(RVAE)  [33] to explicitly condition the data distribution 
in latent space with respect to harmonic complexity.

The RVAE architecture can be divided into two parts: 
the Inference Model (i.e., the encoder), which estimates 
the latent representation z and the Generative Model (i.e., 
the decoder), whose role is to generate the correspond-
ing chord progression with the desired complexity from 
the latent vector. The schematic diagram of the model is 
shown in Fig. 6.

Specifically, given the chord progression matrix X 
and the scalar value c ∈ N

+ value associated with the 
harmonic complexity, we assume that the latent repre-
sentation z of X is dependent on c. Then, the likelihood 
distribution underlying each chord progression X is 
p(X) =

∫

z,c p(X, z, c) and the generative process of X can 
be defined as p(X, z, c) = p(X|z)p(z|c)p(c) , where p(c) is 
a prior on harmonic complexity. The encoder pθ (X|z) is 
parameterized as described in Section 5.1. The modeling 
of the latent representation z is different from the stand-
ard VAE which uses a single Gaussian prior to generate z . 
In the case of the RVAE, instead, we explicitly condition 
the latent representation on c so that pθ (z|c) captures 
an attribute-specific prior on latent representation. We 
define this part of the model as the latent generator, as it 
can sample a latent representation z for a given value of c 
from this distribution.

Fig. 4 Schematic representation of the proposed CVAE architecture
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As in [33], we assume that the decoder network pθ (X|z) 
is able to capture the non-linearity of the generative model 
pθ (z|c) , then the latent generator can be parameterized 
with a linear model

where I is the identity matrix and u is the disentangled 
dimension  [60]; moving along u yields harmonic com-
plexity-specific latent representations.

The parameters of the RVAE can then be estimated by 
maximizing the sum of the log-likelihood 

∑n
i=1 log p(xi) . 

This maximization is performed through the variational 
inference procedure and defining an auxiliary function 
qφ(z, c|X) to approximate the true posterior pθ (z, c|X) . 
We rewrite log p(X) as:

(7)pθ (z|c) ∼ N (z;uTc, σ 2
I),uTu = 1,

(8)log p(X) = DKL

(

qφ(z, c|X)||pθ (z, c|X)
)

+ L(X),

where L(X) is the variational lower bound (or ELBO).
Based on mean-field theory, which considers that the 

behavior of a stochastic model can be approximated by 
the average value of the elements from which is com-
posed, we assume q(z, c|X) = q(z|X)q(c|X) . Then, the 
ELBO is defined as:

We indicate qφ(c|X) as the probabilistic Regres-
sor and formulate it as a univariate Gaussian 
qφ(c|X) ∼ N (c; f (x;φc), g(x;φc)

2) , where φc are the 
parameters of the inference networks. The first term in 
Eq.  9 is the KL divergence, which regularizes the pre-
diction of c with regard to a prior distribution. In our 

(9)

L(X,φ, θ) = −DKL

(

qφ(c|X)||pθ (c)
)

+

E(z|X)

[

log pθ (X|z)
]

−

Eqφ(c|X)

[

DKL(qφ(z|X)||pθ (z|c))
]

.

Fig. 5 Schematic representation of the chord generation procedure using the CVAE (top) and RVAE (bottom) models

Fig. 6 Schematic representation of the proposed RVAE architecture
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supervised model, the ground-truth of c is known for 
each training sample X , so this term can be substi-
tuted by log qφ(c|X) . As for the standard VAE model, 
the remaining part of the inference involves the con-
struction of a probabilistic encoder qφ(z|X) , which 
maps the input chords progression X to a posterior 
multivariate Gaussian distribution in the latent space 
q(z|X) ∼ N (z; f (x;φz), g(x;φz)

2I) . The second term 
of Eq. 9 corresponds to the reconstruction loss, which 
promotes the proper reconstruction of the input data 
from the latent space, this is similar to what is proposed 
in the standard VAE architecture. The last condition 
encourages the posterior qφ(z|X) to resemble the har-
monic complexity-specific prior p(z|c).

All these terms combined concur in linking latent rep-
resentations with conditional feature prediction. The 
expectation of the last two terms of Eq. 9 are maximized 
using the Stochastic Gradient Variational Bayes (SGVB) 
estimator through the reparameterization trick [57].

We provide in Fig. 6 a schematic representation of how 
to use the RVAE model during the training procedure.

5.3.1  Network architecture
The input to the network corresponds to the vectorized 
chord progression matrix X . In the RVAE architecture, 
the complexity value c is not given as input to the net-
work, since it is directly estimated through the regressor 
model.

The proposed encoder network is then structured as 
follows: 

 (i) A fully connected layer, with 512 neurons, followed 
by dropout  [59].

 (ii) A fully connected layer, with 256 neurons, followed 
by dropout

 (iii) A fully connected layer, with 64 neurons
 (iv) Two parallel fully connected layers, with 2 neurons 

each generating the mean µ and standard deviation 
σ

Both dropout layers have a rate of 0.2. The latent variable 
z is then obtained as z = µ+ σ ◦ ǫ , where ǫ corresponds 
to random noise. The Regressor is a regular feed-forward 
network with an additional output being the uncertainty 
(i.e. standard deviation) of the prediction.

The architecture of the decoder is structured as follows: 
 (iv) A fully connected layer, with 64 neurons
 (v) A fully connected layer, with 128 neurons
 (vi) A fully connected layer, with 512 neurons
 (vii) A fully connected layer, with MNp neurons

All fully connected layers are followed by a ReLU activa-
tion, with the exception of layers iii and vii where linear 
and sigmoid activations were used, respectively.

5.3.2  Deployment
Once the RVAE is trained, the generation process of 
chord sequences can be described as follows

• Sample a random latent variable z with the condi-
tioning harmonic complexity bin of choice from the 
prior distribution p(z|c) , i.e.. the latent space, and 
generate a new data from pθ (X|z)

The same binarization procedure applied using the CVAE 
can be used with the output of the RVAE. A schematic 
representation of the chord sequence generation proce-
dure using the CVAE model is shown in the bottom part 
of Fig. 5.

5.4  Latent space visualization
We show the latent spaces obtained from the input data 
and the feature labels qφ(z|X, c) obtained through the 
CVAE in Fig.  7a, and qφ(z|X) , obtained through the 
RVAE technique, in Fig. 7b. As expected, when using the 
CVAE, the latent space has no discernible visual behavior, 
while in the case of the RVAE, the harmonic complexity c 
is encoded on a disentangled axis in the latent represen-
tation of the data. By moving along this axis we are able 
to generate chord sequences according to their complex-
ity values while being relatively invariant to changes in 
other factors [33, 61].

6  Experiments
In this section, we present results related to experiments 
performed in order to demonstrate the capabilities of 
the proposed techniques in generating chord sequences 
according to the chosen complexity values. The code used 
to train the models and generate the chord progressions 
are publicly available at1, while examples of progressions 
contained in the dataset, as well of a few experiments, 
can be listened on the accompanying website2. When 
generating the audio excerpts corresponding to the chord 
progressions, an additional note was added in the lower 
register, always corresponding to the root of the chord. 
The voicings were implemented through the same model 
used in [34, 55] that combines voice-leading rules with a 
Viterbi algorithm.

We will first present an experiment aimed at examin-
ing the output chords generated by the trained models, 
then we present a listening test aimed at monitoring if 
the complexity values indicated by the latent space are 
consistent with the human perception.

1 https:// github. com/ David eGioi osa/ cvae- chord- gener ation- compl exity
2 https:// lucac oma. github. io/ vae_ compl exity_ websi te/

https://github.com/DavideGioiosa/cvae-chord-generation-complexity
https://lucacoma.github.io/vae_complexity_website/
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6.1  Examples of generated chord progressions
We present an experiment assessing which type of chords 
are generated by the latent spaces obtained by train-
ing the CVAE and RVAE models. Specifically, we gave 
as input to both models the sequence corresponding to 
a chord progression and we varied the complexity level, 
by changing the corresponding class, for what concerns 
the CVAE, and by moving along the disentangled axis, 
for what concerns the RVAE. In order to make the com-
parison as easy as possible, in both cases we considered 
the aggregated complexity bins. It is important to notice 
that, while in this experiment we modify the complexity 
of the generated chords when keeping fixed the chord 
provided as input to the encoder, the model was not 
trained in order to enforce consistency between input 
and output chords when varying the complexity level. In 
fact, this generation procedure, is meant only as a pre-
liminary experiment aimed at assessing the consistency 
of the generation capabilities of the model, while the gen-
eral deployment of the model generates chords directly 
using the latent space as input to the CVAE and RVAE 
decoders. The input progression consisted of the follow-
ing chords: Cmin Gmaj Gmin Fmin Cmin, corresponding 
to an aggregated complexity bin of 0. In Fig. 8, we depict 
the sheet music representation of the obtained progres-
sions using CVAE (left column) and RVAE (right col-
umn) when varying the aggregated complexity bin from 
1 to 5 (top to bottom row), it is possible to listen to the 
corresponding audio tracks on the accompanying web-
site. We can see that a certain level of consistency with 
respect to the input chord is maintained using both the 
RVAE and CVAE, since in both cases the sequences start 

and end with the tonic Cmin, with the other possibility 
being Cmaj. When considering the lowest aggregated 
complexity level, as expected, the CVAE reconstructs 
exactly the input chord, since the model is trained using 
also the discrete complexity classes. With the RVAE 
model, instead, discrete classes correspond to intervals 
on the disentangled axis, therefore the generated chord 
progression is different from the input one. By inspecting 
the sequences, we can see that when increasing the com-
plexity level, sequences become gradually different from 
the input progression adding also out-of-key chords, in 
accordance with what is expected from the considered 
harmonic complexity model (i.e., less expected chords 
result in higher harmonic complexity levels).

6.2  Listening test
In order to evaluate the effectiveness of the proposed 
model, we performed a listening test aimed at under-
standing if the perceived complexity of the generated 
chord progressions was coherent with the complexity 
selected during the generation part. The participants had 
to evaluate the complexity of the generated chord pro-
gression and indicate the class of complexity to which 
they thought it belong.

Before performing the actual listening test, the par-
ticipants were profiled according to their musical back-
ground, through the self-report questionnaire of the 
Goldsmiths Musical Sophistication Index (GMSI)  [62]. 
The test consists of 38 questions with seven-point scale 
answers for each question. The answers are then com-
bined to form 5 sub-factors (active engagement, percep-
tual abilities, musical training, singing abilities, emotions) 

Fig. 7 Latent space representation obtained through the CVAE (a) and RVAE (b). The colors represent the different harmonic complexity bins c 
associated with the input progression, the values are from 1 to 30 in the case of RVAE (b) and from 1 to 5 for the CVAE (a)



Page 11 of 17Comanducci et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:24  

and finally one general factor (general music sophistica-
tion factor). In Fig. 9 we show a histogram plot represent-
ing the GMSI of the participants.

Finally, we investigate a possible correlation between 
users’ musical expertise expressed through the GMSI 
questionnaire and the ratings expressed. We used the 
Pearson correlation and the Spearman correlation to 
evaluate the musical level of a user in relation to the 
agreement values expressed in the perceptual test. We 
tested the correlation between the GMSI and the evalu-
ation of the samples in relation to the different com-
plexity classes and between the ratings given to the 
single sequences. The idea was to evaluate if users with 
similar values of musical knowledge express similar rat-
ings on the audio samples. The results show that no 

significant correlation is present. In fact, in the ratings 
of the chord progressions, the users with close values of 
GMSI expressed discordant opinions (as in the exam-
ple in Fig. 10). This seems to suggest that when evaluat-
ing the perceived complexity a subject’s judgment does 
not depend only on his general musical knowledge, but 
also on other factors, such as familiarity with the type 
of music considered. We generated a total number of 80 
test chord sequences, 40 for the CVAE model and 40 for 
the RVAE model. Each of these belonged to 5 possible 
complexity classes (from 1 to 5) evenly distributed. The 
sequences of chords used for the listening test are com-
puted using the procedures described in Sections  5.2.2 
and 5.3.2 for what concerns the CVAE and RVAE mod-
els, respectively. For simplicity, in the case of the RVAE, 

Fig. 8 Sequences generated by varying the aggregated complexity from 1 to 5 (top to bottom row, as indicated in the column on the left) with 
input chord sequence Cmin Gmaj Cmin Fmin Cmin, using CVAE (left column) and RVAE (right column)
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we used starting chords in order to find the coordinate 
corresponding to the disaligned complexity axis, and 
then moved along the other coordinate to generate other 
chords with similar complexity values. The listening test 
was organized as follows. In order to start acquainting 

themselves with the various complexity classes, needed 
in order to properly rate the progressions, the partici-
pants were able to hear 6 chord sequences extracted from 
the training set, before starting the actual experiments. 
Specifically, they listened to 3 progressions correspond-
ing to the lowest complexity value and 3 corresponding 
to the highest one. In order to maintain a reference level, 
these progressions were listenable also during the rest of 
the experiment.

Then the users were able to listen to a series of chord 
progressions paired with a proposed complexity class 
and were asked to rate if the complexity value was right. 
This value is expressed using the Likert scale scores from 
0 to 4, where 4 represents the value “strongly agree,” 3 
“agree,” 2 “neither agree nor disagree,” 1 “disagree,” and 0 
“strongly disagree.” In addition, if the user’s rating is less 
than 2, it is also asked to specify if the perceived com-
plexity is greater or lower than the one indicated.

We considered a total of 80 sequences that are initially 
shuffled, then proposed to the participants using a Round 
Robin algorithm that sorts them by usage. The first two 
questions of the listening test are used to familiarize with 
the user interface and are not recorded.

Furthermore, the 20% of the proposed complexity val-
ues in the questionnaire are purposely wrong. This choice 
was made to reduce the Response Bias, in particular 
the acquiescence one  [63], to avoid a user’s tendency to 
always express agreement answers. Obviously, we do not 

Fig. 9 The number of participants in the listening test grouped by musical expertise using the standard self-report questionnaire General Musical 
Sophistication Index (Gold MSI v1.0). High values of this measure indicate better musical skills and expertise of a user

Fig. 10 Ratings of the users (y-axis) in relation to their GMSI value 
(x-axis) for an audio sample used in the test. No clear correlation has 
been highlighted between these two values
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use these ratings on incorrect values in the evaluation of 
the results.

The test was developed as a public web application, an 
example of the interface is shown in Fig. 11. We made sev-
eral design choices to reduce the noise in the results. We 
first provided a precise description of the test structure 
and the questions that will have been asked to the user. 
The implementation of the GUI has been kept as simple 
and clean as possible. Furthermore, we proposed the test 
mainly to the people interested in our research, such as 
university students, researchers and professors, in order 
to reduce any risk of receiving random tests. Finally, we 
provided the possibility to send the results of the audio 
test after having done a minimum of 10 questions. This 
made the duration of the test variable (it lasts about 20 
min by answering all the questions) depending on the lis-
tener’s willingness to continue or send its ratings.

6.3  Listening test results
The test was taken by 47 participants and each chord 
sequence contained in the test dataset was evaluated 
approximately 30 times. As previously discussed, when a 
user expresses a value of disagreement with respect to the 
complexity estimated by our models, they have to specify 
whether they perceived the complexity to be higher or 
lower than the one indicated.

When analyzing the ratings provided by the par-
ticipants on the chord sequences generated by the two 
models, we identified a series of chord progressions 
perceived as “ambiguous,” meaning that there is not a 

clear consensus among the users that expressed disa-
greement (more than 50% of the participants who eval-
uated those audio samples) regarding the complexity 
indicated by our models. As an example, in Fig. 12, we 
show two sample ratings, corresponding to two chord 
progressions whose complexity value was perceived by 
the users as different from the one provided. The rat-
ings shown in Fig.  12a are related to a chord progres-
sion whose proposed complexity value was perceived 
by approximately 93% as higher than the value pro-
posed by our model. Due to the consensus on the rating 
of the progression, we define this rating as non-ambig-
uous. Instead, in the ratings related to another chord 
progression, shown in Fig. 12b, the participants do not 
seem to have a common opinion since around 46% of 
the users indicate that the complexity value should be 
minor, while 54% suggest it to be higher. We denote 
such rating as ambiguous since no clear consensus can 
be drawn. More specifically, we classify the rating of a 
chord progression as ambiguous when the difference 
between higher and lower values is less than 33.3%.

The goal of the two proposed models is to condition 
the generation of chord sequences according to an indi-
cated value of harmonic complexity. Since the concept 
of complexity and harmony cannot be defined as uni-
versal among all cultures, together with the majority of 
music-related concepts  [64], both the original ratings 
of complexity, presented in  [31] and the evaluations 
performed in this paper are based on a socio-cultural 
group rooted in Western music culture.

Fig. 11 The listening test part of the experiment: the participants are asked to express their level of agreement to the indicated complexity value 
provided for each chord progression
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For this reason, we identified and excluded from the 
analysis of the collected data 10 chord sequences gener-
ated by the RVAE and 3 by the CVAE, that present this 
ambiguity in the users’ disagreement ratings.

In Fig.  13, we show the histogram related to the rat-
ings expressed by the users for the 5 complexity classes 
over the chord progressions, excluding the ambiguous 
samples. The results show that more than 61% of the 
evaluations provided by the participants agreed with the 
complexity values used for generation through our mod-
els, of which 31.8% responded agree and 29.4% strongly 
agree (values “3” and “4,” respectively, on the Likert scale). 
Approximately 9% responded neither agree nor disagree, 
while the remaining 24.6% chose disagree and only 5.2% 
strongly disagree. The percentage of disagreement has a 
significant value; however, this result was predictable 
given that complexity is a subjective parameter, as previ-
ously described. Despite this difficulty, the percentage of 
strong disagreement has a very low value and the results 
show that the two neural networks are capable of mode-
ling complexity as a parameter for conditioning the chord 
generation process.

We proceed to analyze the same data by splitting the 
ratings on the audio samples according to the model 
from which they were generated. We describe these 

evaluations by dividing the sequences generated by the 
model of RVAE and CVAE in Table 2. The RVAE model 
shows slightly higher results than the CVAE one, obtain-
ing about 64% (32.57% agree and 31.2% strongly agree) of 
positive evaluations compared to 59.3% (31.3% agree and 
28% strongly agree) of the CVAE.

We then conduct a third analysis of the ratings 
expressed by the participants with respect to the com-
plexity classes of the sequences generated by the two 
models. Results are reported in Table  3 for what con-
cerns CVAE and in Table 4 for RVAE. The results show 
that the RVAE model performs better when generat-
ing chord sequences with low complexity (1 to 3). As an 
example, RVAE generates sequences producing about 
67.5% agreement in the class of 3 versus 20.1% disagree-
ment (of which only 3.3% strongly disagree). In contrast, 
the CVAE model performs better for high complexities (4 
and 5). In particular, for what concerns the highest com-
plexity level it obtains more than 78.6% agreement of the 
users.

7  Conclusion
In this paper, we have presented two techniques for 
conditional chord progression generation based on 
harmonic complexity, grounded in the Western culture 

Fig. 12 Analysis of participants’ negative ratings: among users who disagree with the complexity value indicated by our models, we evaluate how 
many of them consider that complexity has a different value from the one indicated in the test. In the first example (a), most users express that the 
complexity is higher. In the second (b), about half indicates a higher value, while the other half assigns a lower complexity. The case described in 
b is defined as “ambiguous” sample
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perception. We considered an already existing defini-
tion of complexity, based on the cognitive expectation 
in sequences of chords. More specifically, we proposed 
a CVAE and RVAE architecture able to condition a 
latent space based on the harmonic complexity val-
ues of the chord progressions. We perform a listening 
test through which we evaluate the correspondence 
between the complexity values considered in the gen-
eration process and the ones perceived by the partici-
pants to the test. Results show that a certain degree of 
accordance between the generated sequences and the 
perceived complexity is present. These findings moti-
vate us to further developments, both with respect to 

Fig. 13 Histogram of the 5 Likert scale values expressed by the participants to evaluate the level of agreement with the complexity value we 
indicated in the listening test

Table 2 Ratings of the participants on the progressions 
generated by the CVAE and RVAE models. The values are 
expressed using a 5-value Likert scale, from 0 to 4. The 
percentages indicate the average number of user ratings for a 
possible value out of the total, where 0 means Strongly Disagree 
and 4 is Strongly Agree

User ratings CVAE RVAE

0 5.89% 4.41%

1 25.79% 23.13%

2 8.96% 8.67%

3 31.32% 32.57%

4 28.00% 31.20%

Table 3 Ratings of the participants on the audio samples 
generated by the CVAE w.r.t. their complexity values. The 
percentages indicate the average number of ratings for 
each value of the Likert scale out of the total for each of the 
complexity classes

Table 4 Ratings of the participants on the audio samples 
generated by the RVAE w.r.t. their complexity values. The 
percentages indicate the average number of ratings for 
each value of the Likert scale out of the total for each of the 
complexity classes



Page 16 of 17Comanducci et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:24 

the type of network architectures (Generative Adver-
sarial Models, Flow-based Generative Models, etc.) 
and to the type of sequence considered, e.g., by extend-
ing the model to consider complete songs and different 
instruments.
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