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Abstract 

Speech emotion recognition (SER) is a hot topic in speech signal processing. With the advanced development of 
the cheap computing power and proliferation of research in data-driven methods, deep learning approaches are 
prominent solutions to SER nowadays. SER is a challenging task due to the scarcity of datasets and the lack of emo-
tion perception. Most existing networks of SER are based on computer vision and natural language processing, so 
the applicability for extracting emotion is not strong. Drawing on the research results of brain science on emotion 
computing and inspired by the emotional perceptive process of the human brain, we propose an approach based on 
emotional perception, which designs a human-like implicit emotional attribute classification and introduces implicit 
emotional information through multi-task learning. Preliminary experiments show that the unweighted accuracy (UA) 
of the proposed method has increased by 2.44%, and weighted accuracy (WA) 3.18% (both absolute values) on the 
Interactive Emotional Dyadic Motion Capture (IEMOCAP) dataset, which verifies the effectiveness of our method.
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1 Introduction
Speech emotion recognition (SER) usually refers to 
the process by which a machine automatically recog-
nizes human emotions and emotion-related states from 
speech. Emotion plays an important role in human intel-
ligence, rational decision-making, social interaction, 
perception, memory, learning, and creation. As a higher 
creature, an important factor that distinguishes human 
beings from animals is the transmission of emotions. 
Speech emotion recognition has a wide range of practical 
application scenarios, such as depression diagnosis [1], 
call center [2], online classroom [3], etc.

With deep learning flourishing, the neural network 
approach has swept many fields. Driven by deep learning, 
great progress has been made in the field of speech emotion 
recognition [4–9] and the performance has been greatly 

improved. Deep learning has become the mainstream 
method of speech emotion recognition. As early as 2002, 
Chang-hyun Park et  al. [10] have used recurrent neural 
networks (RNN) in speech emotion recognition. Gradually, 
purely deep learning and end-to-end approaches emerged. 
In 2014, Jianwei Niu et al. [11] pioneered the use of deep 
neural networks (DNN) in speech emotion recognition. 
Qirong Mao et al. [12] used convolutional neural networks 
(CNN) to learn the invariance of speech emotion features. 
In 2015, Lee and Tashev [13] used RNN with long short-
term memory (LSTM) units to tackle the tricky problem. In 
2019, MA Jalal et al. [14] used the capsule neural network 
for temporal modeling of speech emotion. R Shankar et al. 
[15] applied highway neural network to speech emotion 
research, and in 2020, Shamane Siriwardhana et  al. [16] 
exploited transformer to perform multi-modal emotion 
recognition including speech.

Deep learning improves the recognition performance 
of speech emotion recognition to some extent, but the 
network structure is mostly borrowed from the field of 
computer vision and natural language processing. The 
main network structure is also specially designed to 

*Correspondence:
Gang Liu
liugang@bupt.edu.cn
1 School of Artificial Intelligence, Beijing University of Posts 
and Telecommunications, Beijing, China

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13636-023-00289-4&domain=pdf
http://orcid.org/0000-0002-5478-7553


Page 2 of 7Liu et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:22 

solve problems in other fields. How to reasonably use the 
network in other fields to improve the ability to model 
emotional information is a major problem in speech 
emotion recognition. Moreover, the scarcity of data-
sets and emotion perception makes the recognition task 
more challenging. Therefore, the performance of speech 
emotion recognition is still not ideal. In recent years, 
brain science is strengthening the exploration of the 
structure and function of various brain areas that pro-
duce emotions, thought and consciousness in the human 
brain. For example, emotion perception mainly depends 
on the limbic system of the human brain [17, 18], and 
different parts of the limbic system have different per-
ception of different emotions [19, 20]. In this paper, an 
approach inspired by emotion perception is proposed 
based on the human brain’s perceptive process of emo-
tion, and a human brain-like implicit emotion attribute 
classification is designed. The implicit emotion attribute 
information is introduced through multi-task learning to 
increase the extraction of emotion information. Prelimi-
nary experiments show that the unweighted accuracy 
(UA) on the the Interactive Emotional Dyadic Motion 
Capture (IEMOCAP) dataset is improved by 2.44%, and 
the weighted accuracy (WA) by 3.18% (both absolute 
values), which verifies that the proposed human brain-
like implicit emotion attribute classification is beneficial 
to extract emotion information.

The paper is organized as follows: Section  2 intro-
duces the characteristics of the human brain’s emotion 
perception. Section 3 introduces the network designed 
according to the characteristics of emotion perception. 
Section 4 elaborates the experimental results and con-
clusions. Section 5 summarizes the paper and further 
looks forward to the future development of speech 
emotion recognition.

2  Emotion perception
Most researchers are likely to improve the recognition 
performance by changing neural networks structure 
without referring to the perceptual mechanism of the 

human brain for emotion perception (perceptual net-
work, perceptual process, perceptual characteristics, 
etc.). Due to the complexity of the human brain structure 
and the insufficiency of existing research techniques, it 
is difficult for brain science to see the full picture of the 
emotional cognitive mechanism of the human brain. 
How the human brain processes information in speech 
to recognize emotion is still a mystery. However, various 
imaging technologies and electrophysiological signals 
are used to establish topological structures of high-order 
connections of brain networks at various levels, and there 
have been many experiments carried out in related fields 
such as brain network modeling and emotional comput-
ing [21–25]. Existing research results also reveal some 
potential mechanisms of human emotional cognition. For 
example, different parts of the brain perceive different 
emotions differently [21, 25].

Research has shown that emotional perception is 
linked to a set of structures in the brain called the limbic 
system, which includes the hypothalamus, the cingulate 
cortex, the hippocampus, and others. Different parts play 
different roles in the perception of different emotions. 
For example, removing the amygdala leads to a reduc-
tion in fear, and the posterior hypothalamus may be par-
ticularly important for anger and aggression. The frontal 
cortex of the brain is more sensitive to intense emotions 
such as happiness and anger. A part of the brain called 
the hypothalamus is more active during the process of 
feeling sadness. Meanwhile, a part of the brain called the 
hippocampus plays a significant role in the perception of 
sadness.

Table 1 lists emotions and the parts of the brain associ-
ated with them. According to Table 1, the following char-
acteristics related to the human brain perception can be 
concluded. 

1) The human brain’s perception of an emotion is 
related to multiple parts of the limbic system, which 
indicates that the human brain’s emotional percep-
tion network may have a certain structure, and the 

Table 1 Emotion and its related brain parts

Emotion Brain parts

Amygdala Cortex Hippocampus Cortex Thalamus Island Gyrus Occipital lobe Neurite

Happy Left Right frontal Left Anterior

Fear Bilateral Left frontal Hypothalamus

Sad Whole Whole Left Left Right

Disgust Left Left subfrontal Island

Anger Whole Prefrontal Right Island

Joy Bilateral Bilateral 
lower frontal
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structure causes the relevant parts of the human 
brain to be more sensitive to certain emotions. Could 
this structure be introduced into speech emotion 
recognition? Many parts of the human brain are sen-
sitive to the same emotion, but there are differences 
in sensitivity. So, are there similar but not identical 
internal structures in the various parts of the human 
brain?

2) Different emotions are involved in different parts. For 
example, both anger and sadness are linked to the 
amygdala, but sadness is linked to the left thalamus, 
whereas anger is not. This means that the human 
brain has differences in the perception of different 
emotions and also shows that the differences in the 
perception of different parts of the human brain are 
related to the internal structure of the parts. So what 
exactly are these parts perceptual about?

3) One part of the limbic system is related to the per-
ception of multiple emotions. For example, the amyg-
dala is associated with the perception of happiness, 
sadness, anger, and other emotions. What common 
information does the amygdala perceive in these 
emotions?

According to above analysis, we propose a conjecture 
that some parts of the human brain’s limbic system can 
perceive certain attribute information in emotions, 
and the attribute information is the common infor-
mation of many emotions that this part can perceive. 
The specific attribute is unknown, so this paper calls it 
implicit attribute information. The perceptual network 
of the human brain for emotion has a certain structure. 
Therefore, implicit attribute information is extracted 
through some parts of the limbic system and then sent 
to the brain center with the underlying information for 
emotion recognition.

Based on these assumptions, this paper adopts arti-
ficial neural networks to simulate the parts of the 
human limbic system that draw on its mechanism of 
extracting and perceiving emotional information and 
proposes a method based on emotional perception. 
According to the limbic system’s perception of dif-
ferent emotions, implicit attribute classification is 
defined, and the information of implicit attribute is 
extracted through multi-task learning which is then 
added into the emotion recognition system as auxiliary 
information for recognition.

3  Emotion recognition based on emotion 
perception

3.1  Implicit emotion attribute classification design
A part of the human limbic system can sense some 
implicit attribute information of emotions. If a part 

can sense some emotions, it means that these emo-
tions contain the same implicit attribute information. 
At the same time, the fact that the same emotion can 
be sensed by different parts suggests that these parts 
have some similar structural features. Based on this, 
this paper designs an implicit emotion attribute classi-
fier to simulate the emotion perception of the human 
brain. So, an implicit attribute binary classifier is 
designed according to whether the perception of dif-
ferent emotions by certain parts is related, as shown in 
Table 2. For example, if the frontal cortex of the human 
brain has a strong perception of happiness and anger, 
it is believed that happiness and anger have the same 
implicit attribute (denoted as attribute A), while other 
emotions (sadness and neutral, etc.) do not have attrib-
ute A. So in the binary classifier for attribute A, the 
classification label of happiness and anger is set to 1, 
while the classification label of other emotions is set to 
0. In this paper, four parts with high degree of distinc-
tion are introduced, and four implicit attributes of A–D 
and corresponding classifiers are defined, as shown in 
the Table 2.

3.2  Multi‑task learning based on implicit attribute 
classification

In order to train the four implicit attribute classifica-
tion and speech emotion classifiers at the same time, 
this paper adopts the way of multi-task learning, and 
the loss of the implicit emotion attribute binary classi-
fication task will be added to the total loss of the model 
with a certain weight. At the same time, referring to the 
structured network characteristics of the human brain 
for emotion recognition, the network in this paper also 
introduces the implicit emotion attribute information, 
which increases the difference between different emo-
tions, and is conducive to the network to recognize dif-
ferent emotions.

The specific structure of the network is shown in 
the Fig.  1. The network consists of four CNN layers, 
four categories of implicit emotional attributes, gated 
recurrent unit (GRU), and an attention layer. Firstly, 
the logMel spectrum extracted by Librosa [26] is used 
as the input of the network, and then the extracted 
features are input into four continuous CNN layers, 

Table 2 Implicit attribute classification

Attribute parts Label 1 Label 0

A Frontal cortex Happy, angry Sad, neutral

B Thalamus Sad Happy, angry, neutral

C Hippocampus Sad, angry Happy, neutral

D Anterior neurite Happy Anger, sad, neutral
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and then through the implicit emotion attribute clas-
sification network composed of the GRU and attention 
layer. The output of the attention layer of the binary 
classification network is combined with the output of 
the last CNN layer to get the input of the final emo-
tion classification network. After classification, the 
emotion predicted by the model is obtained. Cross 
entropy loss function is used to optimize the network 
training. The attention layer in the network is condu-
cive to extracting the difference of implicit emotional 
attribute information, simulating the difference in the 
sensitivity of different parts of the brain to different 
emotion perception, and reflecting the difference in 
the internal structure of different parts of the limbic 
system.

4  Experiment results and evaluations
4.1  Dataset
The Interactive Emotional Dyadic Motion Capture 
(IEMOCAP) [27] is the most widely used dataset in 
SER. It consists of 12 h of emotional speech performed 
by 10 actors from the Drama Department of Univer-
sity of Southern California. The performance is divided 

into two parts, improvised and scripted, depending on 
whether the actors perform according to a fixed script. 
The dataset is labeled for 9 types of emotion-anger, 
excitement, happiness, sadness, frustration, fear, neu-
tral, surprise, and other.

Because of the imbalance in the dataset, researchers 
usually choose the most common emotions, such as 
neutral state, happiness, sadness, and anger. Because 
excitement and happiness are similar to each other to 
a certain extent, and there are too few utterances about 
happiness, so researchers sometimes replace happiness 
with excitement or combine excitement and happiness 
to avoid the problem of too few utterances about happi-
ness [28–30]. In addition, existing studies have shown 
that the accuracy of using improvised data is higher 
than that of using scripted data [28, 31] which may be 
due to the fact that actors in improvised data concen-
trate on emotional expression.

In this paper, we employ improvised data from the 
IEMOCAP dataset, which includes four types of emo-
tion: excitement, sadness, neutral, and anger.

4.2  Experiments on implicit attribute binary classification
In order to verify the reliability of the implicit attribute 
hypothesis, this paper first carries out a binary clas-
sification experiment of implicit emotion attributes, 
and the results are shown in Table  3. It can be seen 
that the experimental results of four kinds of implicit 
attribute binary classification experiments are rela-
tively ideal, indicating that the hypothesis of implicit 
attribute has certain credibility. At the same time, 
the result of attribute B is the best, achieving 95.06%, 
while the result of attribute D is only 66.39%. The dif-
ference is relatively large, indicating that there are dif-
ferences in the stability of different implicit attributes, 
or that different parts of the limbic system perceive 
emotional information differently. The internal struc-
ture of different parts leads to this difference. In Fig. 1, 
the weight of the attention layer reflects the difference 
of internal structure in different parts of the limbic 
system.

Fig. 1 Specific structure of the network

Table 3 Binary classification results of implicit attribute

Attribute categories UA

A 84.59%

B 95.06%

C 77.54%

D 66.39%
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4.3  Emotion classification based on multi‑task learning
In order to verify the effect of different implicit attrib-
utes on speech emotion recognition, different multi-task 
experiments are designed in this paper, namely, multi-
task experiments based on 1–4 implicit attributes are 
respectively carried out. The experimental results are 
shown in Table  4. The following points can be inferred 
from Table 4. 

1) The experimental performance of adopting four 
attributes is the best, achieving that the UA index is 
2.42% higher than that of the baseline system (single 
task), and the WA index is 3.18% higher than that of 
the baseline system (absolute value), indicating the 
effectiveness of our method based on emotion per-
ception. It is conducive to extract emotional informa-
tion which draws lessons from the exploration results 
of brain science on the structure and function of the 
brain area that produces emotions in the human 
brain, combined with deep learning to simulate the 
neural network of the human brain.

2) In the multi-task experiment with single attribute, 
A, B, and C all are improved, but the introduction of 
attribute D reduces the performance of multi-task, 
which is consistent with the experimental results of 
binary classification. It is possible that the emotional 
information in implicit attribute D is unstable. How-
ever, in the mixed use experiment of attribute D and 
other attributes, the system performance is generally 
better than the baseline. It indicates that although the 
stability of attribute D is not good, it can play a posi-

tive role in emotion classification only with the assis-
tance of other attribute information. This further ver-
ifies the credibility of the implicit attribute hypothesis 
in this paper. Meanwhile, the experimental results 
indirectly prove that the part where the human brain 
recognizes emotions may share some kind of infor-
mation. When recognizing the same emotion, the 
level of sensitivity varies differently as for the parts 
of the limbic system. Combining a variety of infor-
mation to jointly judge the emotional changes of the 
surrounding characters, this also further verifies the 
credibility of the implicit attribute hypothesis in this 
article.

3) The mixed use of two and three attributes has high 
and low experimental performance, indicating that 
the relationship between different implicit attributes 
may be complementary or cancel each other for 
the effect of emotion recognition. And the effect of 
using all four attributes is the best, demonstrating 
that the positive effect of these implicit attributes 
needs more attributes to participate. Different parts 
of the human limbic system have certain implicit 
emotional attributes. Experiments have shown that 
multiple parts are involved when recognizing a cer-
tain emotion, but the states of inhibition or activa-
tion when different parts recognize emotions are 
different.

5  Conclusion
Brain science is constantly studying the brain structure 
and underlying mechanism of emotions. Combined with 
the continuous simulation of the human brain by artifi-
cial intelligence, this paper draws on the mechanism of 
the human brain emotional perception and designs the 
implicit emotional attributes classification to imitate the 
brain structure related to emotions. Implicit emotion 
information is introduced through multi-task learning 
as auxiliary information to recognize emotion, improv-
ing the effect of speech emotion recognition and prov-
ing the effectiveness of the network proposed in this 
paper. In the future, we can learn from the human brain’s 
mechanism of cognitive emotions and add more attrib-
ute information. Meanwhile, we can also adopt different 
approaches instead of multi-task learning to mine emo-
tional information.

Abbreviations
SER  Speech emotion recognition
UA  Unweighted accuracy
WA  Weighted accuracy
IEMOCAP  The Interactive Emotional Dyadic Motion Capture
RNN  Recurrent neural networks

Table 4 Emotion recognition results based on multi-task 
learning

Multi‑task learning UA WA

A 68.57% 67.79%

B 68.91% 67.42%

C 68.31% 67.23%

D 67.44% 66.67%

A+B 68.61% 65.36%

A+C 67.46% 67.23%

A+D 67.91% 64.23%

B+C 67.25% 67.42%

B+D 68.75% 68.16%

C+D 68.23% 68.16%

A+B+C 67.84% 65.92%

A+B+D 68.30% 66.29%

A+C+D 68.14% 66.29%

B+C+D 69.38% 67.04%

A+B+C+D 70.42% 67.79%

Baseline (single task) 67.98% 64.61%
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DNN  Deep neural networks
CNN  Convolutional neural networks
LSTM  Long short-term memory
GRU   Gated recurrent unit
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