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Abstract 

Target speaker separation aims to separate the speech components of the target speaker from mixed speech 
and remove extraneous components such as noise. In recent years, deep learning-based speech separation methods 
have made significant breakthroughs and have gradually become mainstream. However, these existing methods 
generally face problems with system latency and performance upper limits due to the large model size. To solve 
these problems, this paper proposes improvements in the network structure and training methods to enhance 
the model’s performance. A lightweight target speaker separation network based on long-short-term memory (LSTM) 
is proposed, which can reduce the model size and computational delay while maintaining the separation perfor-
mance. Based on this, a target speaker separation method based on joint training is proposed to achieve the overall 
training and optimization of the target speaker separation system. Joint loss functions based on speaker registration 
and speaker separation are proposed for joint training of the network to further improve the system’s performance. 
The experimental results show that the lightweight target speaker separation network proposed in this paper has bet-
ter performance while being lightweight, and joint training of the target speaker separation network with our pro-
posed loss function can further improve the separation performance of the original model.

Keywords Target speaker separation, Lightweight network, Loss function, Joint training

1 Introduction
Speech signal processing techniques have a wide and 
meaningful application in daily life. In recent years, 
research on speech signal processing techniques has 
garnered more attention as the demand for remote 
collaboration and telecommuting has increased. The 
human auditory system can distinguish between dif-
ferent sounds, and can discern speech of interest from 
speech of disinterest even in noisy environments. In 
practical applications of human-computer interaction, 
the useful speaker’s voice is often not pure, resulting in 

unsatisfactory practical applications for users. For exam-
ple, some back-end speech signal processing systems, 
such as voice wake-up systems, rely on the front-end 
system to remove interfering voices and noises to per-
form better preprocessing on speech signals. Therefore, 
it is hoped that machines can also distinguish different 
sounds like humans to improve performance in noisy 
environments. This makes the need for speech separation 
technology more urgent.

The purpose of speech separation is to remove dis-
tracting human speech and background noise from 
mixed speech, which was introduced by Cherry’s “cock-
tail party problem” in 1953 [1]. In real applications, the 
interference sound components in mixed speech are 
complex, and interference such as noise is often non-
stationary. Meanwhile, the development of hardware 
technology, such as chips, enables the realization of 
speech separation technology with large computational 
load. Therefore, speech separation technology based 
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on deep learning has rapidly developed in recent years 
[2–11] and achieved significant performance improve-
ments compared with traditional speech separation 
technology [12–14]. However, since not all speakers’ 
voices in mixed speech are necessary in some cases, 
separating all speakers’ voices in mixed speech may 
lead to an unnecessary waste of computing resources 
and increase the system’s delay, especially when only 
one target speaker’s voice is needed. Target speaker 
separation is proposed to solve these problems. By con-
firming the target speaker that needs to be separated in 
advance and adding the voiceprint feature of the tar-
get speaker in the separation process for guidance, the 
targeted separation of specific speech components is 
achieved.

This paper mainly studies the frequency domain 
speech separation technology of single-channel speech 
signals based on deep learning. On the premise that the 
voiceprint information of the target speaker is obtained 
through steps such as speaker registration, the target 
speaker separation technology can achieve the following 
purposes: (1) with the assistance of the voiceprint infor-
mation, the specific target speaker’s voice components in 
the mixed speech can be separated to obtain high-quality 
voice signals of the target speaker; (2) continuous track-
ing and separation can be performed to realize the per-
sonalized memory of the device, which simplifies the 
steps by eliminating the need for subsequent screening 
and other steps; (3) the determined separation direction 
can reduce the workload of the speech separation system, 
thereby reducing the model’s parameters so that the sys-
tem can run efficiently on devices with limited comput-
ing resources and low system latency.

The deep learning-based target speaker separation 
method requires the target speaker’s voiceprint infor-
mation as a prerequisite for speech separation, and the 
performance of the model is influenced by the accuracy 
of the input voiceprint information. Therefore, the deep 
learning-based target speaker separation method is a 
combination of deep learning-based speaker recognition 
techniques and speech separation techniques. In order 
to further improve the separation performance of the 
system and put it into practical application, the existing 
deep learning-based target speaker separation methods 
still have the following problems that need to be solved: 
(1) the separation network based on recurrent neural 
network (RNN) has problems of large model, large num-
ber of parameters and long computational delay, which 
makes it difficult for the model to be implemented on 
small computing devices; (2) how to cooperate the train-
ing and optimization of the two sub-networks to realize 
performance improvement of the whole target speaker 
separation system.

In order to solve the above problems faced by target 
speaker separation, this paper makes improvements 
from the aspects of neural network structure and model 
lightweight, and improves the training method and loss 
function to improve the separation performance of the 
model at the same time. The innovations of this work 
mainly include the following two aspects: 

1 A lightweight target speaker separation network 
based on long-short-term memory (LSTM) is pro-
posed. To address the limitations of the existing 
LSTM-based target speaker separation network in 
terms of model size and actual computation volume, 
this paper introduces the idea of hierarchical level 
multiple extractions into the speaker separation net-
work, increasing the intra-block and inter-block con-
nections of neural network modules, and proposes 
a lightweight LSTM-based target speaker separation 
network. It can obtain better performance when the 
number of network parameters is reduced to about 
one-fifth of the baseline model, and can still main-
tain good performance when the number of network 
parameters is less than 1M.

2 A target speaker separation method based on joint 
training is proposed, which addresses the perfor-
mance ceiling issue of the current single-channel 
frequency-domain method and the serious compu-
tational resource consumption of retraining when 
adapting to different scenarios. The two subsystems 
of the target speaker separation system, speaker reg-
istration and speaker separation system, are inte-
grated and jointly perform parameter optimization 
during the training process. The joint training sys-
tem can improve the separation performance of the 
whole system compared with the baseline model. 
At the same time, we propose a joint loss function 
based on speaker registration and speaker separation 
to be applied to the joint training system to further 
improve the performance of the joint training sys-
tem.

The remainder of this paper is organized as follows. 
Section 2 discusses some related works and highlights 
the innovations of our method. Section  3 details the 
architecture of the lightweight target speaker separa-
tion network based on joint training. Section  4 intro-
duces the experimental details. Section  5 discusses 
the experimental results of our method. Section  6 
concludes this paper and proposes future research 
directions.
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2  Related works
In recent years, deep learning-based techniques have 
gradually been applied in more and more separation 
tasks [15]. In 2013, Wang et al. [2] first proposed to use 
deep neural networks (DNN) [3] for feature extraction of 
speech signals in the field of speech separation, and then 
used a support vector machine (SVM) [4] as a classifier 
to predict the ideal binary mask (IBM) [5] of the target 
speech. The relevant experimental results show that this 
method can improve the effect of speech separation com-
pared with the traditional shallow neural network. Since 
then, more and more researchers have begun to study 
and expand deep learning methods in the field of speech 
separation. In 2015, Huang [6] applied deep recurrent 
neural networks (DRNN) to the field of speech separation 
to further improve the performance of neural networks. 
In 2017, Chen and Wang et al. [7] used LSTM instead of 
DNN as a network for speech separation, and the RNN 
that considers the continuity of speech information in the 
time dimension can learn the input features more effec-
tively. The experimental results show that LSTM can sig-
nificantly improve the generalization performance of the 
model when the number of speakers increases.

In contrast to speech separation, target speaker separa-
tion refers to extracting the speech of the target speaker 
from background or mixed speech. In order to achieve 
this goal, one way is to apply the speech separation 
method to mixed speech to separate the speech of differ-
ent speakers first, then extract the target speech. How-
ever, this method is resource-consuming and it is difficult 
to decide which speech to extract. A more common 
method is to treat it as a binary classification task, where 
the positive class is the speech of the target speaker, and 
the negative class is the combination of speech of all the 
interfering speakers and noises. In 2017, Zmolikova et al. 
[16] used neural networks to estimate masks of the tar-
get speakers and used these masks to derive beamformer 
filters, which are used to extract the target speech. By 
informing the neural network about the target speaker 
in advance to make its layer dependent on the speak-
er’s characteristics, the separation of the target speaker 
can be achieved. Later, Zmolikova et  al. [17] proposed 
a joint scheme using a sequence summarizing system, 
which combines the learning of the speaker representa-
tion with the learning of speaker separation and shows 
better performance than extracting the speaker repre-
sentation separately. In 2018, Wang et al. [18] proposed 
a novel “deep extractor network” to extract the features 
of both the target speech and the mixed speech, which 
shows good feature extraction performance and can 
effectively recover target speech from the mixed speech 
even given a very short utterance. In 2019, Wang et  al. 
[19] proposed to train the speaker recognition network 

and spectrogram masking network separately to separate 
the speech of the target speaker from multi-speaker sig-
nals, which significantly reduces the speech recognition 
word error rate (WER) on multi-speaker signals. In 2020, 
Xu et al. [20] proposed a time-domain speaker extraction 
network (SpEx) that converts the mixture speech into 
multi-scale embedding coefficients instead of decompos-
ing the speech signal into magnitude and phase spectra, 
avoiding phase estimation. The target speaker’s speech is 
reconstructed from the masked embedding coefficients 
by speech decoder. In 2022, He et  al. [21] proposed an 
improved target speaker extractor that combines the 
time domain and frequency domain. By leveraging the 
time-domain modeling ability of WaveUNet and the fre-
quency-domain modeling ability of convolutional recur-
rent network (CRN), the target speaker can be tracked 
well.

This paper focuses on frequency domain single channel 
target speaker separation technique based on deep learn-
ing, which mainly includes two subsystems: the speaker 
registration system and the speaker separation system. 
The target speaker’s voiceprint feature information needs 
to be obtained in advance by the speaker registration sys-
tem. In the speaker separation system, by using the tar-
get speaker’s voiceprint information and the features of 
mixed speech signals as the input of the network, the 
desired clean speech of the target person is finally output. 
In most DNN-based target speaker separation systems, 
the parameters of the speaker registration subsystem are 
typically held constant during both training and testing of 
the speaker separation system. These parameters are pre-
trained and embedded in the target speaker separation 
system in advance. This approach limits system perfor-
mance and hampers adaptability to changes in applica-
tion scenarios. Additionally, many small terminal devices 
such as cell phones and stereos lack sufficient computa-
tional resources to allocate to target speaker separation 
systems when compared to computers. To address these 
problems, this paper proposes a target speaker separation 
method based on lightweight LSTM and joint training, 
which greatly reduces the parameters and computation 
amount of the speaker separation network. At the same 
time, the speaker registration subsystem is added to the 
learning of the current problem, and two joint loss func-
tions based on speaker registration and speaker separa-
tion are proposed for this system to further improve the 
performance of the target speaker separation system.

3  Proposed network
The overall structure of the target speaker separation 
network proposed in this paper is shown in Fig.  1, 
which consists of a speaker registration system and a 
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lightweight speaker separation network, and the sys-
tem is equipped with corresponding loss function.

3.1  Speaker registration system
The purpose of the speaker registration network is to 
extract the target embedding from the original refer-
ence audio. In this paper, we refer to the speaker rec-
ognition network used by Chung et al. [22] in training 
the speaker registration network [23]. ResnetSE-34, 
a 34-layer neural network based on Resnet [24] com-
bined with channel attention, is used in our speaker 
registration system. The dimension of the output 
embedding is 256 dimensions. The use of Resnet ena-
bles the deep neural network to maintain good learn-
ing performance while effectively avoiding the gradient 
disappearance or explosion during the training pro-
cess. Traditional feature extraction models often per-
form statistical integration after extracting multiple 
feature components, such as in the extraction pro-
cess of the embedding d-vector [25], where an average 
operation is performed on the feature vectors pro-
posed in each frame to obtain the optimal embedding. 
In order to optimize the feature extraction and learn-
ing of the adopted basic network framework Resnet, 
and improve the efficiency and effectiveness of feature 
extraction, this paper introduces a channel attention 
mechanism to Resnet. Channel attention mechanism 
obtains the weight information of each channel fea-
ture through learning so that the weights of different 
feature vectors of multiple channels can be consid-
ered comprehensively, instead of simply giving equal 
weights to find the average. The channel attention net-
work used in this paper is the squeeze-and-excitation 
(SE) block [26], which was originally proposed in the 
field of image processing, and can be embedded and 
used in many different types of networks.

3.2  Speaker separation system
In this paper, we propose a lightweight LSTM-based tar-
get speaker separation network (hereinafter referred to as 
“lightweight speaker separation network”), which is com-
posed of lightweight LSTM-based speaker separation 
modules (hereinafter referred to as “lightweight speaker 
separation module”). The proposed lightweight speaker 
separation network consists of n lightweight speaker 
separation modules, an FC input layer, and an FC output 
layer. The network structure is shown in Fig. 2.

The input of the network is the target speaker’s voice-
print embedding and the amplitude spectrum of the 
mixed speech, and the output is the T-F Mask of the clean 
speech of the target speaker. The lightweight network 
structure proposed in this paper employs LSTM as the 
main structure, which is particularly adept at handling 
time series information. The two inputs are not directly 
combined. Besides, the voiceprint embedding of the tar-
get speaker is added to the speaker separation modules 
at all levels from front to back multiple times to achieve 
multiple extractions from the target speaker’s speech 
components in the mixed speech amplitude spectrum. 
Through the design of multi-level extractions within and 
between modules and skip connections within the block, 
the proposed lightweight speaker separation network can 
reduce the amount of network parameters while main-
taining the learning performance of the network, achiev-
ing the purpose of network lightweight.

The structure of the lightweight speaker separa-
tion module is shown in Fig.  3, which consists of fully 
connected (FC) layers, LSTM, and a conditional layer 
normalization (CLN) [27]. The FC layer is mainly respon-
sible for dimensional transformation of the input and 
the transmitted information in the network. LSTM is 
the core component of the module and is responsible 
for effective learning of the input feature information. 
CLN is a variant of the conditional batch normalization 

Fig. 1 The architecture of our proposed system
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(CBN). Compared with the general layer normalization 
(LN) [28], CLN can make the parameters of the network 
learnable, allowing the input information to be personal-
ized and standardized. This enables the output results to 
be more closely aligned with the target direction.

In the lightweight speaker separation module, the input 
of the module is the voiceprint embedding of the target 
speaker and speech input features, and the output is the 
speech features calculated and processed by the module. 
The neural network module consists of 7 layers of neu-
ral networks, including 3 layers of FC, 3 layers of LSTM, 
and one layer of CLN. In the intra-module network, the 
input information is processed by FC1 and then passed 
to FC2 and 3-layer LSTM at the same time, and the trans-
mitted information is processed by FC2 and then passed 
to the 3-layer LSTM at the same time. Effective informa-
tion is extracted using hierarchical multiple extractions, 

which improves the effectiveness of the output informa-
tion ω of the last layer of LSTM, thereby achieving good 
feature learning performance while reducing the num-
ber of neurons in each layer of the neural network, and 
realizing lightweight of the speaker separation module. 
Finally, the output of FC3 and the original input features 
of the current module are added and input to the CLN to 
obtain the final module output features after conditional 
normalization.

According to the number of modules used and the 
size of the modules, this paper proposes two kinds of 
lightweight speaker separation networks: Light Target 
Speaker Separation Net (LTSS Net) and Super-Light 
Target Speaker Separation Net (S-LTSS Net). They 
are embedded into the target speaker separation sys-
tem to form two lightweight systems for experiments. 
The details of the two lightweight speaker separation 

Fig. 2 Structure of the lightweight speaker separation network based on LSTM

Fig. 3 Structure of the lightweight speaker separation module based on LSTM
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networks are shown in Table  1. The number of mod-
ules and other parameters are decided through experi-
ments, which is the minimum parameter quantity while 
ensuring the performance of the model. The parameters 
of the network include all weight matrices, bias vectors 
and optimizer parameters in the network, which are 
computed by PyTorch.

3.3  Loss function
The joint loss function proposed in this paper is com-
posed of speaker verification loss (SVL) and speaker 
separation loss (SSL). The two loss functions are 
derived from the speaker registration task and the 
speaker separation task respectively. This paper pro-
poses two joint loss functions based on the two tasks.

The first joint loss function (Joint Loss-1, LJoint−1 ) 
uses the classification-based loss function AM-Softmax 
Loss [29] as SVL, and the time-frequency (T-F) domain 
combinative loss function [30] ( LCombinative ) composed 
of RMSE and Si-SNR as SSL. The calculation formula of 
LJoint−1 proposed in this paper is as follows.

where α and β are the weights of SVL and SSL, respec-
tively. ω1 and ω2 are the weights of the frequency domain 
loss function and the time domain loss function in the 
integrated loss function LCombinative , respectively. After 
several performance test experiments, we set α = 0.2 , 
β = 0.8 , ω1 = 0.5 , and ω2 = 0.5.

The second joint loss function (Joint Loss-2, LJoint−2 ) 
comprehensively uses the classification-based loss 
function LMCL [31] and the vector-based loss function 
triplet loss [32] by assigning weights as the loss func-
tion of speaker verification. The T-F domain combina-
tive loss function LCombinative is used as the loss function 
of speaker separation. The calculation formula of 
LJoint−2 proposed in this paper is as follows.

(1)

LJoint−1 = αLSV + βLSS

= αLAM−Softmax + βLCombinative

= αLAM−Softmax

+ β(ω1LRMSE + ω2LSi−SNR)

After many performance test experiments, we 
set α = 0.2 , β = 0.8 , ψ1 = 0.5 , ψ2 = 0.5 , ω1 = 0.5 , 
and ω2 = 0.5.

4  Experiments
4.1  Datasets
In this paper, when training the speaker registration 
model, multiple open-source datasets are used to form 
the training dataset, including VoxCeleb1 [33], Vox-
Celeb2 [34], CNCeleb [35], LibriSpeech [36], Aishell2 
[37], and ST-CMDS, with a total of 10,920 speakers. In 
the testing phase, the test set from the VoxCeleb1 [33] 
dataset is used as the test data, which includes 40 speak-
ers. All the speech data are pre-normalized when training 
the speaker registration model. Noise or reverberation 
randomly selected from the Musan dataset [38] is added 
during the training process, and the signal-to-noise ratio 
(SNR) when performing mixing is randomly selected 
from the set {0 dB, 5 dB, 10 dB}.

The open-source dataset LibriSpeech [36] is used in the 
target speaker separation experiments, and the train set 
and the test set include 2338 speakers and 73 speakers, 
respectively. The mixed speech is generated in real-time 
in two steps during the model training and performance 
testing: (1) one speaker is randomly selected from the 
dataset as a target speaker, and one registered speech 
and one training speech are selected from the speak-
er’s speech data for speech registration and separation 
training, respectively; (2) another speaker is randomly 
selected from the dataset as an interfering speaker, and 
one speech is selected from the speaker’s speech data to 
be mixed with the target speaker’s training speech. The 
signal-to-intensity ratio (SIR) is randomly selected from 
the set {− 5 dB, 0 dB, 5 dB, 10 dB}.

In practice, all data are cut and linked to ensure that 
the length of each data is not less than 10 s, and the utter-
ances used for registration and separation are 10 s and 3 s, 
respectively.

4.2  Implementation details
In this paper, the sampling rate of all speech data is 16 
kHz. A 512-point FFT is performed, and the frame length 
and frame shift are set to 400 and 160, respectively. Adam 
optimizer is used, and the initial learning rate is set to 
0.001. All neural network models are trained for 150 
epochs, and the experimental results are the results after 
the models converge.

(2)

LJoint−2 = αLSV + βLSS

= αLSV + βLCombinative

= α ψ1LLMC + ψ2LTriple

+ β(ω1LRMSE + ω2LSi−SNR)

Table 1 Parameters of lightweight speaker separation network

Network Number of 
modules (n)

Parameters of 
LSTM (1/2/3)

Parameters 
of network

LTSS Net 16 48/96/192 4.64M

S-LTSS Net 4 24/48/96 0.55M
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4.3  Evaluation metrics
The evaluation metrics of the target speaker separation 
task are mainly divided into two types: subjective and 
objective, and objective evaluation metrics are mainly 
used in this paper. The experimental results are evalu-
ated using several objective evaluation metrics com-
monly used in the field of speech separation and speech 
enhancement. These metrics include segment source-to-
noise ratio (SSNR), perceptual evaluation of speech qual-
ity (PESQ) [39], short-time objective intelligibility (STOI) 
[40], log spectral distance (LSD) [41], and three com-
prehensive mean opinion score (MOS) [42] metrics for 
speech quality: MOS predictor of intrusiveness of back-
ground noise (CBAK), MOS predictor of speech distor-
tion (CSIG), MOS predictor of overall processed speech 
quality (COVL). Among these metrics, except for LSD, 
higher values represent better performance. Since the 
loss function used in the neural network training experi-
ments includes Si-SNR, it is not used as the evaluation 
metric of the experiments in this paper.

5  Results and discussion
5.1  LSTM‑based lightweight target speaker separation
The experiments in this section focus on demonstrating 
and analyzing the separation performance of proposed 
target speaker separation networks of different sizes. 
ResnetSE-34 trained with the generalized end-to-end 

(GE2E) [43] loss function is used as the speaker regis-
tration model. The speaker registration system is first 
trained with a larger dataset, after which the trained 
model is embedded and used in the target speaker sep-
aration. The baseline model for speaker separation is 
Voice-Filter [19]. We first reproduce the baseline model 
and then train it with the combinative loss function in 
the T-F domain. In the comparison experiments, the two 
lightweight speaker separation networks, LTSS Net and 
S-LTSS Net, proposed in this paper are compared with 
the baseline model, with model size being the only vari-
able. The performance of the lightweight target speaker 
separation model proposed in this paper is explored by 
comparing its performance on the LibriSpeech test set.

Table  2 shows the four objective evaluation metrics, 
namely SSNR, PESQ, STOI, and LSD, for the separated 
speech. On the other hand, Fig. 4 shows the three com-
prehensive speech quality evaluation metrics in terms of 
MOS, namely CBAK, CSIG, and COVL. The first row in 
each table and the first group in each figure show the ini-
tial metric values obtained before the voice data is pro-
cessed by the system.

From the results of speech metrics shown in Table  2 
and Fig.  4, it can be concluded that the Voice-Filter 
model with combinative loss achieves high results in 
four metrics SSNR, PESQ, STOI, and LSD, and shows 
good performance in three MOS evaluation metrics. The 
seven metrics show that the baseline model can greatly 
exceed the application standards, but the large num-
ber of model parameters 9.86M makes it difficult to be 
applied on small devices with limited computational 
resources. The proposed LTSS Net model with combina-
tive loss can achieve better performance with the num-
ber of parameters being reduced to 1/2 of the baseline 
model. The number of parameters of LTSS Net is only 
4.64M, which meets the use conditions of some small 

Table 2 Experimental results on Librispeech test set

Network Parameters SSNR PESQ STOI LSD

None – 1.61 1.26 0.64 7.16

Voice-Filter 9.86M 12.17 2.44 0.84 4.40

LTSS Net 4.64M 12.33 2.48 0.86 4.39
S-LTSS Net 0.55M 9.65 1.89 0.78 5.26

Fig. 4 Experimental results on Librispeech test set
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devices with limited computing resources. The S-LTSS 
Net model is a super lightweight model proposed in 
this paper, which aims to reduce the number of model 
parameters to the limit while maintaining good system 
performance. As a super lightweight speaker separa-
tion model with only 0.55M parameters, the number of 
parameters is reduced by a factor of 18 compared with 
the baseline model Voice-Filter. Although the perfor-
mance decreases compared with the baseline model, 
numerically all the evaluation metrics are greatly 
improved compared with the initial value, and the per-
formance of target speaker separation is still good. As a 
super lightweight model with the number of parameters 
less than 1M, it is almost not limited by the computa-
tional resources of the device and can meet the condi-
tions of many small devices.

5.2  Lightweight target speaker separation based on joint 
training

In this part of the experiment, ResnetSE-34 network 
model trained with GE2E loss function is used in the 
speaker registration system, and the super-lightweight 
model S-LTSS Net is used in the speaker separation 
system. The joint training-based target speaker sepa-
ration is experimented based on them. During the 
training process, the pre-trained speaker registration 
subsystem no longer has fixed parameters, but is fur-
ther trained with the whole system. The comparative 
experiments on the jointly trained system are con-
ducted using the super lightweight model S-LTSS Net 
proposed in this paper, which is trained with the com-
binative loss and two joint loss functions (Joint Loss-1 
and Joint Loss-2) proposed in this paper. The experi-
mental details are shown in Table 3.

In this part of the experiment, the S-LTSS Net using 
combinative loss without joint training method is used 
as the baseline model. Four metrics, SSNR, PESQ, STOI, 
and LSD, of the separated speech are shown in Table 4. 
The three speech MOS evaluation metrics, CBAK, 
COVL, and CSIG, are demonstrated by the bar chart 
shown in Fig. 5.

The experimental results in Table 4 and Fig. 5 show 
that S-LTSS Net-2 based on joint training achieves 

an overall performance improvement over the base-
line model on the LibriSpeech test set, with all seven 
metrics improved. Compared with the pure joint 
training method in S-LTSS Net-2, the S-LTSS Net-3 
based on the joint loss function Joint Loss-1 can fur-
ther improve the performance on the LibriSpeech test 
set, with five of the seven speech metrics improved, 
one remaining flat, and one slightly decreased. The 
experimental results show that the joint loss function 
Joint Loss-1 can improve the target speaker separation 
performance of the joint training method on S-LTSS 
Net, but the improvement is small and the stability 
is not high enough. The S-LTSS Net-4 based on Joint 
Loss-2 achieves a comprehensive and stable perfor-
mance improvement compared with S-LTSS Net-2 
on the LibriSpeech test set, and all seven metrics are 
improved. The experimental results demonstrate that 
Joint Loss-2 can significantly and consistently enhance 
the performance of the jointly trained S-LTSS Net, and 
outperforms Joint Loss-1.

6  Conclusion
In this paper, we propose a lightweight network-based 
target speaker separation method that uses joint train-
ing to improve separation performance. By reducing 
the number and size of LSTM modules and incor-
porating multi-level extractions and hopping within 
and between blocks, our proposed network achieves 
network lightweight while maintaining learning per-
formance. By jointly training the speaker registration 
and speaker separation networks and proposing a 
joint loss function, we further improve the separation 
performance. Our experimental results show that the 
super-lightweight target speaker separation network, 
S-LTSS Net, with a model volume of less than 1M, can 
run efficiently on small devices with limited computa-
tional resources while achieving good separation per-
formance. Our joint training method based on Joint 
Loss-2 further improves the separation effect of the 
model.

The method proposed in this paper only studies the 
single-channel target speaker separation task in the 

Table 3 Details of the joint training experiment of S-LTSS Net

Network Loss function Parameters of 
network

Joint 
training 
or not

S-LTSS Net-1 Combinative loss 0.55M N

S-LTSS Net-2 Combinative loss 0.55M Y

S-LTSS Net-3 Joint Loss-1 0.55M Y

S-LTSS Net-4 Joint Loss-2 0.55M Y

Table 4 Experimental results of S-LTSS Net

Joint 
training or 
not

Loss function SSNR PESQ STOI LSD

– – 1.61 1.26 0.64 7.16

N Combinative loss 9.65 1.89 0.78 5.26

Y Combinative loss 9.83 1.97 0.79 5.00

Y Joint Loss-1 10.06 1.93 0.79 4.98

Y Joint Loss-2 10.12 2.05 0.81 4.97
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frequency domain in terms of joint loss function and 
lightweight network, and does not consider the dual-
channel and time-domain methods. In the future, we 
will consider further experiments and improvements 
in areas such as dual-channel and time-domain speaker 
separation.
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