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Abstract 

Musical instrument sound synthesis (MISS) often utilizes a text-to-speech framework because of its similarity 
to speech in terms of generating sounds from symbols. Moreover, a plucked string instrument, such as electric bass 
guitar (EBG), shares acoustical similarities with speech. We propose an attack-sustain (AS) representation of the play-
ing technique to take advantage of this similarity. The AS representation treats the attack segment as an unvoiced 
consonant and the sustain segment as a voiced vowel. In addition, we propose a MISS framework for an EBG that can 
control its playing techniques: (1) we constructed a EBG sound database containing a rich set of playing techniques, 
(2) we developed a dynamic time warping and timbre conversion to align the sounds and AS labels, (3) we extend 
an existing MISS framework to control playing techniques using AS representation as control symbols. The experimen-
tal evaluation suggests that our AS representation effectively controls the playing techniques and improves the natu-
ralness of the synthetic sound.

Keywords Musical instrument sound synthesis, Playing technique, Electric bass guitar, Phoneme, Deep neural 
networks

1 Introduction
Musical instrument sound synthesis (MISS) is a tech-
nique employed for artificially synthesizing performance 
audio from musical scores. MISS technology is pivotal for 
fully digital music production techniques known as in the 
box or desktop music. Traditional methods have utilized 
deterministic approaches such as concatenative  [1] and 
physical modeling  [2] synthesis. Their synthetic sounds 
follow numerical values of the score (such as MIDI) per-
fectly. Therefore, their users must program the fluctua-
tions in order to synthesize a human-like performance. 

To synthesize realistic performance, data-driven 
approaches using deep neural networks (DNNs) have 
been investigated, thanks to large sound databases [3–5]. 
Since DNN-MISS learns the probability distribution of 
human performance, its synthetic performance is with 
fluctuations as a default output. The DNN enables MISS 
to simulate expressive components such as articulation, 
as seen in trills and staccatos. VirtuosoNet  [6] accom-
plishes expressive piano sound synthesis by embedding 
the articulation symbols notated on score information. 
Other prior works have studied MISS via latent repre-
sentations using encoder-decoder models to consider 
a musical context  [7, 8]. Moreover, some DNN-based 
MISSs frequently utilize text-to-speech and singing voice 
synthesis techniques, anticipating that both speech syn-
thesis and MISS share a common framework for pro-
ducing acoustic signals from symbols. Tacotron2  [9], 
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which has achieved human-comparable quality, is used 
as an acoustic model [10]. Deep Performer [11] is based 
on FastSpeech architecture  [12], which is a controlla-
ble and fast TTS framework. These techniques, which 
successfully incorporate high-quality speech synthesis 
knowledge, hold promise for improving the quality and 
controllability of DNN-based MISS.

Nonetheless, developing a DNN-based MISS that can 
synthesize human-like expressive performances remains 
a challenging task. One of the reasons lies in a lack of 
timbral technique controllability. Compared with artic-
ulations, which are performance expressions control-
ling pitch, duration, and velocity, the timbral techniques 
such as pizzicato and bowing express timbre variations. 
Their notations in musical scores differ depending on 
the instruments. One approach is to tokenize tablature, 
which provides richer performance information than reg-
ular musical score [13–15]. Moreover, commercial MIDI-
to-audio products use out-of-range notes as keyswitches 
and velocity ranges are classified according to the tech-
niques [16, 17]. However, multiple streams must be pre-
pared when dealing with a note which includes multiple 
techniques. This complicates the annotation process and 
hinders the development of the automatic playing tech-
nique recognition and controllable MISS. The efficient 
representation of playing techniques to annotate large 
sound datasets is limited.

These challenges, particularly for monophonic plucked 
instruments such as the electric bass guitar (EBG), could 
be addressed by further leveraging speech synthesis tech-
niques. The EBG is used in various music, like the piano, 
which is the target of many MISS. It is a vital instrument 
in modern music. Its synthesis system is also essential for 
ITB. Some characteristics of EBG are suitable for MISS. 
Although an EBG with multiple strings can play chords, 
its primary role in an ensemble is to provide the bass 
and rhythm of a monophonic melody. The EBG can be 
recorded with a direct input, providing a clear perfor-
mance signal free from background noise. We moreover 
focus on the acoustic similarities between EBG sound 
and speech. Transient acoustic changes from picking 
noise to string vibration occur in an EBG sound. A tech-
nique classification scheme focusing on these differences 
in plucking style and performance expression has also 
been proposed  [18]. This phenomenon is similar to the 
relationship between consonants and vowels in speech. 
And this acoustic change is expected to be represented 
by a discrete symbol sequence of playing techniques, just 
as phonemes are used to represent phonological changes. 
On the other hand, the string vibrations, which constitute 
the integer harmonics, change in their timbre through 
the pickups. This suggests the potential applicability of 
the source-filter model  [19], a model that approximates 

glottal vibration and filters vocal tract characteristics in 
speech. Actually, a digital waveguide model synthesizes 
an EBG sound by exciting frequency loss filters using 
physically modeled string vibrations. Acoustic features 
that are effective for speech, such as mel cepstrum, can 
be used for EBG as well.

In this paper, we propose an attack-sustain (AS) rep-
resentation of the timbral techniques of plucked string 
instruments (Fig.  1). We categorize the techniques into 
two types based on whether they primarily affect the 
attack or sustain segment. The corresponding techniques 
then label each attack and sustain segment of the note. 
The AS representation allows multiple technique labels 
on a single note, enhancing versatility. Also, it can be 
used for percussive performances with only picking 
noise without sustain segments like a consonant cluster 
in speech. We also developed playing-technique-control-
lable MISS by extending the existing MISS framework. 
We assign the AS labels to our EBG sound database [20] 
and align the label and recorded sound temporally. This 
alignment was obtained using iteration of dynamic time 
warping (DTW) [21] and timbre conversion [22, 23]. We 
utilize Deep Performer as the base MISS framework and 
enable the control of playing techniques through the AS 
label input. This is because Deep Performer has high con-
trollability and extensibility, which offers accurate dura-
tion control and allows polyphonic notes.

In our experimental evaluation, we objectively assessed 
the effectiveness of our AS labels in controlling the play-
ing techniques by calculating the DTW alignment scores 
to the concatenative synthetic sound. In addition, the 
quality of the synthesized sound using the AS representa-
tion was subjectively evaluated through listening experi-
ments. The results suggest that our AS representation is 
not only effective for controlling the playing techniques 
but also enhances the naturalness of the synthetic sound.

The rest of this paper is organized as follows. In Section 2, 
we briefly review Deep Performer as the base MISS frame-
work. In Section 3, we explain the details of the proposed 
AS label and the playing technique-controllable MISS. In 
Section  4, we discuss the evaluation of the controllability 
and the synthetic sound quality of our framework. In Sec-
tion 5, we conclude the paper.

2  Base framework: deep performer
In this section, we describe the structure of the base 
framework, deep performer  [11]. The acoustic model 
of the Deep Performer is composed of two transformer 
encoder-decoder [24] models called the alignment model 
for embedding musical score information and the synthe-
sis model for mel spectrogram generation, respectively.

The alignment model’s input of musical information 
is embedded in parallel as multiple vectors of the same 
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dimension for each note as tokens of pitch, onset, dura-
tion, and velocity. These are added together with the posi-
tional encoding and passed to the transformer encoder. 
The output vector from the encoder is added to the per-
former identification (ID) and tempo embedding and 
passed to the linear layer as a note embedding. The linear 
layer outputs the onset and duration as frame length and 
index. The loss function for training is the mean squared 
error of the onset and duration with the ground truth.

The synthesis model, on the other hand, infers a syn-
thetic mel-spectrogram based on the onset and duration 
from the alignment model and the score information. 
Similar to the alignment model, it first encodes tokens 
of score information for each note and obtains a note 
embedding by adding the performer identification (ID) 
and tempo embedding. The note embeddings are then 
input to the polyphonic mixer and passed to the trans-
former decoder to process the polyphony. The poly-
phonic mixer duplicates the note embeddings by the 
number of frames in each duration, shifts them according 
to the onset, and adds all vectors in parallel. In addition, 
note-wise position encoding (NWPE) is applied when the 
note embedding vectors are converted to frame-wise vec-
tors. The NWPE is applied to a note embedding vnote with 
p ∈ [0, 1] as its relative position in the note as follows:

where ⊙ denotes the Hadamard product and w is a learn-
able vector, initialized with a small random number so 

(1)vframe = (1+ pw)⊙ vnote.

that vframe ≈ vnote . The NWPE is expected to condition 
the temporal timbre change of the note to the decoder. 
Finally, the decoder converts the frame embedding 
sequence into a mel spectrogram. The loss function for 
training is the mean squared error of the mel spectro-
gram with the ground truth.

3  Attack‑sustain representation
In this section, we describe the details of the proposed 
AS label and the playing technique-controllable MISS.

3.1  AS representation and label design
The EBG signals are generated by hitting the strings with 
a finger or pick. The strings collide with the pick/finger/
fret, generating aperiodic noise. Then, depending on the 
playing technique (mute/harmonics/etc.), periodic string 
vibrations are generated and slowly decay. Focusing on 
this generation process, it is suggested that the acoustic 
differences in playing techniques can be broadly clas-
sified into those that appear in the attack segment and 
those that appear in the sustain segment [18]. For speech, 
phonemes are given as linguistic discrete symbols rep-
resenting phonological changes, while for EBG sounds, 
playing techniques correspond as musical discrete sym-
bols representing transient acoustic changes.

Table  1 lists techniques corresponding to attack and 
sustain (hereinafter, they are called “attack technique” 
and “sustain technique,” respectively). Techniques that 
affect string vibration, such as mute and harmonics 

Fig. 1 Proposed attack-sustain label contrasted with phoneme label. For example, two notes played by finger picking (fng) and thumping (thm) are 
converted to the labels “fng-sus” and “thm-sus,” respectively
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techniques, are distinguished. We assign “pause” to a 
silent segment, such as a rest, following the phoneme 
dictionary [25].

3.2  Automatic alignment method
Controllable systems typically use explicit temporal 
segmented data  [10, 11]. However, manual annotation 
requires well-experienced annotators to detect seg-
ment boundaries. A common automatic method in 
speech processing is a Viterbi alignment based on hid-
den Markov models (HMMs)  [26]. HMMs are trained 
using pairs of label sequences and acoustic features, and 
the Viterbi path is a temporal alignment of the technique 
label sequences. However, because the HMM is based on 
switching stationary signal sources, it is hard to model 
slowly decaying string vibration. Another method is an 
alignment to synthetic EBG sounds from the musical 
scores using existing concatenative synthesizer  [11]. By 
annotating all sample units with AS labels in advance, 
the synthesizer outputs the sounds strictly to the labels. 
The AS label boundaries for the target sound can be 
obtained by calculating the temporal deviation between 
this synthetic and the target sound using the DTW. The 
DTW stretches one sequence and matches the other. 
It firstly calculates the distance between all points and 
finds the temporal correspondence that minimizes the 
distance between the two sequences based on dynamic 
programming.

Since the timbres differ between synthetic and 
recorded sounds, this deteriorates the alignment accu-
racy of the DTW. To reduce this problem, we utilize tim-
bre conversion during the DTW using a voice conversion 
(VC) technique (Fig. 2). It has shown efficacy alignment 
of singing voice [27] and is also effective for EBG due to 
its acoustic similarity to speech [20]. First, the alignment 
of synthetic and recorded sound is obtained as described 
above. Next, using the aligned sound, a Gaussian mixture 
model (GMM)  [22, 28] is trained to transform the syn-
thetic acoustic features into the recorded ones. The DTW 
is again applied between the converted and the recorded 
sound. This method is expected to be more accurate in 
alignment because the distribution of acoustic features 
is closer to the recorded sound. The DTW is a dynamic 
programming based algorithm, and the GMM param-
eters are updated only with the given single pair data. 

Therefore, the alignment accuracy is independent of the 
amount of data. In addition, it is known that the DTW 
and timbre conversion can be sufficiently accurate in a 
single iteration [23].

3.3  Playing technique embedding of the AS label
We extend the deep performer framework using AS rep-
resentations to control the playing technique. The musi-
cal context input to the encoder is embedded with not 
only notes but also the AS labels converted from playing 
technique information (Fig. 3).

For naive labels that assign one playing technique to 
one note (hereinafter referred to as note-wise labels), 
note and playing technique correspond one-to-one. On 
the other hand, there can be more than one AS label 
corresponding to a single note. We solve this using the 
same technique as in singing voice synthesis  [29]. The 
note information is duplicated and embedded to corre-
spond to the number of AS labels (Fig. 4). Since the deep 

Table 1 The list of playing techniques corresponding attack and 
sustain labels

Attack Sustain

Finger, pick, thump, thumb up, 
pluck, hammer on, pull off

Sustain, mute, harmonics

Fig. 2 The overview of alignment algorithm based on the DTW 
and timbre conversion
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performer is based on a speech synthesis framework, it 
can be extended to a performance-controllable frame-
work by treating AS labels in the same way as phoneme 
labels.

3.4  Waveform generation from mel spectrogram
The mel spectrogram output from the decoder is con-
verted into a waveform by the waveform generation 
model. Unlike speech, electric bass sounds need to be 
synthesized robustly over a low, wide frequency range. 
Therefore, we use BigVGAN [30] of which a well-trained 
model performs robustly for instrumental sounds out-
of-distribution of the training speech data. High-quality 
waveform generation is also expected for EBG sounds 
with various pitch and technique variations. We finetune 
the pre-trained model on our EBG sound database to 
polish the synthetic sound quality.

4  Experimental evaluation
This section describes configurations and discusses the 
results of the experimental evaluation.

4.1  Condition
4.1.1  Dataset
The EBG sound database was constructed to evalu-
ate the accuracy with respect to actual acoustic sig-
nals for training the DNN [20]. The sounds used were 
180 phrases of four bars of the monophonic bass line 
(approximately 112 min), containing all techniques 
in the list (Table  1), and each with a various tempo 
between 60 to 200 beats per minute (BPM). The AS 
label sequences were annotated manually before the 
alignment. The note-wise label was also annotated as a 
combined label of the attack and sustain labels. A fin-
ger-picked note, for example, was annotated as “fng” 
and “sus” for the AS label, “fng-sus” for the NW label. 

Fig. 3 The encoder part of proposed MISS framework using attack–sustain representation. The playing technique information obtained 
from the score is converted to the attack–sustain labels and embedded

Fig. 4 Note division technique based on singing voice synthesis
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The electric bass used was a Fender custom shop 1962 
Jazz Bass [31], the audio interface was an RME ADI-2 
Pro FS R [32], and an experienced player recorded the 
performance.

For the alignment between the labels and sounds, 
the audio was downsampled to 24  kHz. 24-dimen-
sional mel-cepstral coefficients were used as acoustic 
features for the GMM-based timbre conversion and 
DTW. The number of Gaussian mixtures was 16 for 
the GMM-based timbre conversion. For the DTW, 
we used Standard Bass V2  [33] as the concatenative 
synthesizer. Each sample was manually labeled and 
aligned in advance. The alignment score of the DTW 
was calculated based on the mean squared error with 
the mel cepstrum. Table 2 compiles these conditions in 
a table.

4.1.2  Condition of the DNNs
The basic conditions were the same as the Deep Per-
former  [11]. The pitch, onset, duration, and velocity 
used for note embedding were extracted from the note 
information in MIDI at a time resolution of 24 quarter-
note divisions. The pitch was used in MIDI note num-
ber. The onset and duration are used in frame. The 
velocity was used on a linear scale in decibels, with 
the smallest note in the dataset set as 10 and the loud-
est as 127. The performer ID embedding was omit-
ted because all data used are by the single performer. 
The audio setting was the same as the label alignment 
(Table 2).

The model and training configurations are compiled in 
Tables 3, 4, and 5. For the alignment model, all embedding 
dimensions were 128-dimensional, and the encoder and 
decoder consisted of feed-forward transformer blocks. Each 
block consisted of a Multi-head attention and a position-
wise feed-forward network sub-layer. Each MHA layer has 
64 hidden units and 2 attention heads. Each feed-forward 
network layer had 256 hidden units with kernel sizes of 
9 and 1 for the two convolutional layers. The maximum 
length of the sequences was 1000, and the maximum dura-
tion per label was 96 frames. The synthesis model was 
almost the same as the alignment model but differs in 6 
decoder layers, and in that the hidden layers of multi-head 
attention and feed-forward transformer were each double 
the size. The decoder outputted 100-dimensional mel spec-
trograms. We also followed the Deep Performer for train-
ing the models. The batch size was 16, and the dropout rate 
was 0.2 after each sub-layer. We trained the alignment and 
synthesis models separately, and the learning rate anneal-
ing schedule was used for the alignment model. We trained 
the alignment model for 10,000 and the synthesis model for 
100,000, respectively. Adam [34] was used for the optimizer.

Table 2 The configuration of the DTW and timbre conversion

Sampling rate 24 kHz

Hop length 240

Window length 1024

Dimension of mel cepstrum 24

GMM mixture 16

Table 3 The configuration of the alignment model

Encoder layer 3

Multi-head attention heads 2

Multi-head attention hidden units 64

Feed-forward network hidden units 256

Feed-forward network kernel sizes 9, 1

Max sequence 1000

Max time 96

Max duration 96

Table 4 The configuration of the synthesis model

Encoder layer 3

Decoder layer 6

Multi-head attention heads 2

Multi-head attention hidden units 128

Feed-forward network 512

Feed-forward networks 9, 1

Max sequence 1000

Max time 96

Max duration 96

Mel spectrum bands 100

Table 5 The hyperparameters of the alignment and synthesis 
model

Batch size 16

Dropout 0.2

Adam optimizer β1 0.9

Adam optimizer β2 0.98

Adam optimizer ǫ 10
−9

Learning rate annealing steps (alignment) 1000

Learning rate annealing rate (alignment) 0.5

Gradient clipping threshold 1.0

Warm up steps (alignment) 1000

Warm up steps (synthesis) 4000

Training steps (alignment) 10,000

Training steps (synthesis) 100,000
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The BigVGAN, for waveform generation, was trained 
by fine-tuning a pre-trained model1 provided in the 
author’s GitHub repository  [35]. The mel spectrogram 
calculation and optimization algorithms were the same 
as for the acoustic model. The batch size was 32, and 
segment size was 8192, and training was performed in 
100,000 steps. AdamW  [36] was used for the optimizer. 
These conditions are compiled in Tables 6 and 7

4.1.3  Evaluation of technique controllability
Experiments were conducted to evaluate the playing 
technique controllability of the proposed MISS. First, 
pairs of synthetic sounds with various playing techniques 
controlled by the existing concatenative and proposed 
MISS were prepared. The alignment score obtained by 
DTW between them was then evaluated. The proposed 
MISS synthesizes using onsets and durations in the score 
rather than the outputs from the alignment model. The 
alignment score of the DTW between the proposed MISS 
sound without technique control (TC) and concatena-
tive sound with TC is high. On the other hand, we expect 
lower alignment scores for the proposed MISS sounds 
with TC. This gap allows us to evaluate the accuracy of 
the playing technique control. We evaluate the contolla-
bility of a attack technique and a sustain technique. The 
attack technique control is a replacement from plectrum 
picking to fingerpicking, and the sustain technique con-
trol is a replacement from regular sustain to mute.

We compared the synthetic sounds generated from fol-
lowing methods.

• CS w/o TC: Concatenative synthetic sound with 
technique control.

• AS w/o TC: DNN-MISS synthetic sound without the 
proposed AS-based technique control.

• AS w/ TC: DNN-MISS synthetic sound with the pro-
posed AS-based technique control.

• NW w/o TC: DNN-MISS synthetic sound without 
the note-wise technique control.

• NW w/ TC: DNN-MISS synthetic sound with the 
note-wise technique control.

4.1.4  Evaluation of synthetic sound quality
To evaluated the quality of the synthetic sound by using 
our framework, we conducted five-scale mean opinion 
score (MOS) tests on naturalness. Forty-eight listeners 
participated in the experiment on a crowdsourcing plat-
form. Each listener answered to 100 EBG sound samples. 
We compared the synthetic sounds generated from fol-
lowing methods.

• Ground truth: Natural EBG sound performed by 
human.

• Analysis-synthesis: BigVGAN synthetic sound of the 
ground truth.

• AS w/ NWPE: our AS-label-based DNN-MISS with 
the NWPE.

• NW w/ NWPE: NW-label-based DNN-MISS with 
the NWPE.

• AS w/o NWPE: our AS-label-based DNN-MISS 
without the NWPE.

• NW w/o NWPE: NW-label-based DNN-MISS with-
out the NWPE.

4.2  Result and discussion
The results of the objective evaluation in playing tech-
nique control are shown in Table 8. The alignment score 
of the sound with AS playing technique control is smaller 

Table 6 The acoustic configuration of the BigVGAN

Sampling rate 24 kHz

Mel bands 100

Hop length 256

Window length 1024

Segment size 8192

Table 7 The training configuration of the BigVGAN

Adam optimizer β1 0.9

Adam optimizer β2 0.98

Adam optimizer ǫ 10
−8

Weight decay 0.01

Batch size 32

Training steps 100,000

Table 8 The alignment score of synthetic sound with or without 
playing technique control. If the score is lowered by technique 
control, it indicates it is accurate control

Alignment score with CS w/ TC

 Method Finger to plectrum Sustain to mute

CS w/o TC 7.36 5.10

AS w/o TC 10.46 18.79

AS w/ TC 5.35 6.14

NW w/o TC 9.46 15.11

NW w/ TC 7.35 8.98

1 bigvgan_base_24khz_100band



Page 8 of 10Koguchi and Morise  EURASIP Journal on Audio, Speech, and Music Processing          (2024) 2024:3 

than the one without the control. This result indicates 
that our AS label is more effective in controlling play-
ing technique than the naive note-wise label. In addition, 
in technique control from sustain to mute, the score of 
CS are lower even without TC. The muting technique 
is played by softly touching the strings with the fingers 
or palms, resulting in a quick decay not only a timbre 
change. Thus, the result suggests that each duration of 

the MISS methods is different from the duration on the 
score.

The mel spectrograms of the actual synthetic instru-
mental sounds are shown in Fig. 5. The upper row con-
sists entirely of finger picking, while in the lower row, 
only the attack technique on the sixth note was replaced 
by plectrum picking. Focusing on that attack sec-
tion surrounded by a white square shows a prominet 

Fig. 5 The mel spectrograms of synthetic sounds. The upper one consists entirely of finger picking, while in the lower one only the attack 
technique on the sixth note was replaced by plectrum picking

Fig. 6 MOS scores for naturalness of ground truth and synthetic sounds. The white circles denote the means
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non-periodic spectrum. Plectrum picking is a playing 
technique in which the strings are plucked with a pick. 
Compared to finger picking, the strings collide the frets 
more strongly. Therefore, this acoustic variation is rea-
sonable as a result of the playing technique control.

The results of the subjective experimental evaluation 
are shown in Fig.  6. Results of Welch’s t-test for AS w/ 
NWPE and NW w/ NWPE, AS w/o NWPE and NW w/o 
NWPE, p-values corrected by Bonferroni were below the 
5% significance level. This result indicates that our AS 
label improves the MISS sound quality more than the 
NW label. This improvement is by using explicit discrete 
symbols to represent acoustic changes within the note. 
In Japanese text-to-speech synthesis, it is known that the 
quality of synthetic speech is improved when phoneme-
level representation is used rather than syllable-level [37]. 
Our result is consistent with this because the AS and NW 
labels correspond to the phoneme and syllable levels, 
respectively. However, gaps still exist in the scores com-
pared to the ground truth. This is due to a lack of data 
and insufficient alignment accuracy.

5  Conclusion
This paper proposed the AS label inspired by phoneme 
representation. By labeling the playing technique changes 
separately into attack and sustain techniques, as in the 
case of vowels and consonants, the method in speech 
processing can also be applied to EBG signals.

We propose the MISS framework for the EBG that can 
control the playing technique: (1) we constructed a sound 
database containing a rich set of playing techniques for 
electric bass guitar, (2) we developed a dynamic time-
stretching and timbre-translation system to temporally 
correspond sounds to AS labels, (3) a controllable speech 
synthesis framework was applied to MISS. The experi-
mental evaluation suggests that the proposed AS rep-
resentation improves naturalness in addition to being 
effective for playing technique control. Future work 
includes extensions to polyphony and other musical 
instruments.

Abbreviations
MISS  Music instrument sound synthesis
DNN  Deep neural network
MIDI  Musical instrument digital interface
EBG  Electric bass guitar
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HMM  Hidden Markov model
VC  Voice conversion
GMM  Gaussian mixture model
NW  Note-wise
BPM  Beat per minute
TC  Technique control

CS  Concatenatve synthesis
MOS  Mean opinion score
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