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Abstract 

In robotics, echolocation has been used to detect acoustic reflectors, e.g., walls, as it aids the robotic platform to navi-
gate in darkness and also helps detect transparent surfaces. However, the transfer function or response of an acoustic 
system, e.g., loudspeakers/emitters, contributes to non-ideal behavior within the acoustic systems that can contribute 
to a phase lag due to propagation delay. This non-ideal response can hinder the performance of a time-of-arrival 
(TOA) estimator intended for acoustic reflector localization especially when the estimation of multiple reflec-
tions is required. In this paper, we, therefore, propose a robust expectation-maximization (EM) algorithm that takes 
into account the response of acoustic systems to enhance the TOA estimation accuracy when estimating multiple 
reflections when the robot is placed in a corner of a room. A non-ideal transfer function is built with two parameters, 
which are estimated recursively within the estimator. To test the proposed method, a hardware proof-of-concept 
setup was built with two different designs. The experimental results show that the proposed method could detect 
an acoustic reflector up to a distance of 1.6 m with 60% accuracy under the signal-to-noise ratio (SNR) of 0 dB. Com-
pared to the state-of-the-art EM algorithm, our proposed method provides improved performance when estimating 
TOA by  10% under a low SNR value.

Keywords  TOA estimation, DOA estimation, Expectation-maximization, Active source localization, Robot/drone 
audition, Prewhitening

1  Introduction
Within the context of robot audition, the use of echo-
location for acoustic reflector localization and estima-
tion has been proposed by various researchers in the 
past [1–3]. Within this domain, researchers are utilizing 
acoustic signal processing techniques and propose com-
bining echolocation with state-of-the-art technologies, 
e.g., laser- and camera-based technologies to aid a robot 
in constructing a spatial map of an indoor environment. 
This can be accomplished by a collocated microphone-
loudspeaker combination. One major disadvantage of the 
camera and laser-based technologies is that they cannot 

work in complete darkness and cannot detect transparent 
surfaces that are typically found in an office environment, 
This makes accurate construction of a spatial map of an 
environment a difficult process.

The process involved in the aforementioned echoloca-
tion techniques is to probe the environment with a known 
sound so that the reflected signal acquired by a microphone 
can be processed to estimate the time of arrival (TOA) of 
the acoustic echo that aids a robot to estimate the distance 
between the acoustic reflector. Traditionally, TOA informa-
tion is extracted from room impulse response (RIR) esti-
mates (Fig. 1) which is normally done using a peak-picking 
approach [2–6]. This model is broadly divided into two dis-
tinct parts: the direct path including early reflections and 
late reflections which are comprised of a stochastic dense 
tail [7]. The direct-path component is the shortest dis-
tance a sound can take, i.e., it provides information about 
the distance between the transmitter and receiver while 
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early reflections help in inferring the distance of the closest 
acoustic reflector [2, 3, 8]. While TOA estimation enables a 
robot to determine the distance of an acoustic reflector, the 
direction-of-arrival (DOA) of an acoustic source is required 
to determine the location of an acoustic source. This is done 
by incorporating multiple receivers attached to a robot [9–
11]. Recent advancement in machine learning techniques 
has also enabled robotic platform to incorporate echolo-
cation for terrain classification and detecting echoes from 
noisy data. For example, in [12], the author proposed train-
ing using advanced signal filtering and machine learning 
techniques which could be used to accurately classify ter-
rain types for a small mobile robot. One potential for such 
a method is to help robot navigation, i.e., detecting roads 
from other surfaces. Moreover, echolocation is used to map 
a spatial map of an indoor environment. For example, in 
[13], the authors propose training a neural network to pre-
dict depth maps and gray-scale images from sound alone. 
The work presented in [13] was later improved in [14] by 
improving the neural network and reducing the compu-
tation time needed to run the model. The contribution of 
the paper was a full 360o 3D depth reconstruction with 4 
microphones and a lidar-based SLAM for training a model. 
One notable difference between model-based approaches 
and data-driven approaches is the availability of large data 
sets required to train a neural network. Comparatively, the 
model-based approach finds the feature of interest directly 
from the signal model.

While ultrasonic sensors are popular within robotics 
to detect obstacles, these require specialized hardware 

to transmit/receive acoustic echoes and could potentially 
increase the overall cost of a robotic platform. However, 
most robots intended for human-robot interaction (HRI) 
consist of a collocated microphone-loudspeaker setup, 
e.g., Softbank’s NAO robot. In our previous work, we 
proposed a TOA/DOA estimator based on the expecta-
tion-maximization (EM) framework [8] but with crude 
assumptions about the acoustic properties of the acous-
tic reflectors (point source, ideal reflectors, etc.) and the 
hardware (ideal response, omnidirectionality). How-
ever, these assumptions lead to a detrimental model 
mismatch in practical settings, e.g., since loudspeakers/
microphones contribute to a phase lag due to propaga-
tion delay [15], which deteriorates the performance of the 
TOA/DOA estimator in [8, 16], particularly in the pres-
ence of multiple acoustic reflections. This causes a severe 
problem when using the TOA/DOA estimates in robots 
for generating a spatial map of an indoor environment 
using acoustic echoes. Therefore, we propose an algo-
rithm that utilizes the previously proposed loudspeaker-
microphone setup to estimate the distance of an acoustic 
reflector, while estimating the response of the acoustic 
systems, which may facilitate simultaneous estimation 
of multiple acoustic echoes impinging at different TOAs 
and/or from different DOAs.

Traditionally, estimating the transfer function of the 
loudspeaker is usually done using a loudspeaker-enclosed 
microphone (LEM) setup which involves placing the 
setup within an anechoic environment. However, in 
[17], the researchers proposed a method to measure the 

Fig. 1  Transfer function of the room between source and microphone, RIR. The direct path contains the highest energy followed by the early 
reflection and reverberation which is represented by a dense tail
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transfer function of the loudspeaker within an echoic 
environment. This is done by utilizing two loudspeak-
ers, one of them calibrated and its transfer function 
already estimated within an anechoic chamber. The loud-
speaker is placed in a fixed location within the environ-
ment. The process involves transmitting a white noise 
signal through the calibrated loudspeaker to measure its 
impulse response (IR) and later replacing the loudspeaker 
with the uncalibrated loudspeaker and repeating the IR 
measurement. The transfer function of the uncalibrated 
loudspeaker is estimated using least squares. Further-
more, TOA estimation can also be influenced by the 
materials that acoustic reflectors are composed of, e.g., 
concrete, glass, and cardboard. This is because some 
materials absorb certain sound frequencies that could 
lead to non-ideal characteristics of the observed signals 
[18]. The aforementioned method requires access to an 
anechoic chamber which is a time-consuming process, 
hence, there is a need to estimate the response of the 
acoustic system directly from the model.

In this paper, we, therefore, extend the model-based 
method originally proposed in [19] and later used in our 
previous work [8] to accommodate the non-ideal trans-
fer function of an acoustic system, i.e., the loudspeaker, 
the microphone, and the reflecting materials. We take 
a model-based approach to TOA estimation where the 
model of the early reflections is used to derive a statisti-
cally optimal estimator. More specifically, we include an 
unknown filter to model the uncertainties of the acoustic 
system which may alleviate the need to estimate loud-
speaker IR measurement suggested in [17]. Moreover, 
to test the proposed method, a proof-of-concept setup is 
built to conduct experiments using real data.1

The remaining part of this paper is organized as follows: 
Section  2 introduces the problem formulation, and Sec-
tion 3 proposes the TOA estimation method based on EM. 
Finally, the experimental results followed by discussion and 
conclusion can be found in Sections 4, 5, and 6, respectively.

2 � Problem formulation
Consider the scenario where a loudspeaker is emitting a 
known probe signal, which is then propagating an acous-
tic environment, and recorded by a microphone. This can 
be mathematically modeled as

where h(n) is the acoustic impulse response from the 
loudspeaker to the microphone, s(n) is the known probe 

(1)
y(n) = h(n) ∗ s(n)+ w(n)

= x(n)+ w(n),

signal, and w(n) is additive background noise while 
x(n) = h(n) ∗ s(n) . The acoustic impulse response can 
be further modeled by decomposing the reverberation 
into early and late reverberation components. The early 
reflections are modeled as time-delayed and filtered ver-
sions of the known probe signal, where the filter repre-
sents the responses of the loudspeaker, microphone, and 
acoustic reflectors. Mathematically, we formulate this as

where R is the number of early reflections, gr is the fil-
ter pertaining to the rth reflection, τr is the delay of the 
rth reflection, and v(n) is a noise term embracing both the 
additive background noise and the late reflections. In the 
special case where M = 1 for all r = 1, . . . ,R , we get the 
ideal model used in [8], which does not account for the 
non-ideal hardware responses that are inevitable in real 
scenarios. We then assume stationarity and that we have 
N observations following this model, i.e.,

Here, D is a cyclic shift register that delays filter gain 
gr . The matrix Gr has a dimension of (N −M + 1)× N  
while S has a dimension of (N −M + 1)×M , where 
N is the length of the signal while M is the filter length. 
The filter gr is a 1×M vector of the r-th reflection. If we 
assume that the noise term is white Gaussian noise, the 
maximum likelihood estimator for the unknown filters, 
gr , and delays, τr , for r = 1, . . . ,R , is given by

(2)y(n) =

R

r=1

gr ∗ s(n− τr)+ v(n),

(3)y(n) =

R∑

r=1

Grs(n− τr)+ v(n),

(4)=

R∑

r=1

Sr(n− τr)gr + v(n),

(5)Gr =
[
D0gr ,D1gr , · · · ,DM−Ngr

]T

(6)gr =[g0,r , g1,r , · · · , gM−1,r]
T .

(7)

S(n− τ ) =





s(n− τ +M − 1) · · · s(n− τ + N −M)

s(n− τ +M) · · · s(n− τ + N −M + 1)

.

.

.

.

.

.

s(n− τ + N − 1) · · · s(n− τ )





(8)
s(n− τ ) =[s(n− τ ), s(n− τ + 1), · · ·

, s(n− τ + N − 1)]T ,

1  The dataset and code for this work can be found here: https://​doi.​org/​10.​
5281/​zenodo.​50822​24

https://doi.org/10.5281/zenodo.5082224
https://doi.org/10.5281/zenodo.5082224
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Compared to [19], we do not assume that the gain or filter 
gr is set to 1. Hence, the problem at hand is to estimate the 
delay τr and the filter parameters gr . Moreover, in this paper, 
we are interested in estimating these parameters to local-
ize the position of an acoustic reflector using echolocation 
which was not addressed in [19]. Furthermore, resolving (9) 
to estimate τr and gr clearly, leaves us with a computationally 
complex and multidimensional task. However, as we shall 
see next, this can be solved by incorporating iterative proce-
dures such as expectation-maximization (EM).

3 � Robust EM‑based acoustic reflector localization
The EM algorithm developed in [20] is a general method 
intended to solve maximum-likelihood (ML) estimation 
problem given incomplete data [19]. It is intended to alle-
viate the complexity of parameter estimation. The EM 
algorithm requires that the complete data be specified. 
Here, we may define our complete data as all the observa-
tions of the individual reflections, each defined as

for, r = 1, . . . ,R , where vr(n) are individual noise terms 
obtained by arbitrarily decomposing the noise term v(n) 
into R components, such that

Moreover, we can write the observed signal as the 
sum of the individual observed reflections, i.e.,

We let the individual noise terms be independent, 
zero-mean, white Gaussian and distributed as N (0,βrC) , 
where 0 is a vector of zeros and C = E[v(n)vT(n)] = σ 2

v IN 
is an N × N  matrix of v(n) , σ 2

v  is the variance. E[.] is the 
mathematical expectation. Moreover, the scaling factors, 
βr , are non-negative, real-valued scalars that satisfy the 
following:

Here, the βr must satisfy the condition above but it is 
an arbitrary free variable and could be used to control the 
rate of convergence. The choice of β could be resort to 

(9)

{τ̂ , ĝ} = arg min
τr ,gr∀r∈[1;R]

∥∥∥∥∥y(n)−
R∑

r=1

S(n− τr)gr

∥∥∥∥∥

2

.

(10)xr(n) = S(n− τr)gr + vr(n),

(11)
R∑

r=1

vr(n) = v(n).

(12)y(n) =

R∑

r=1

xr(n).

(13)
R∑

r=1

βr = 1.

more investigation as noted by [19] but here we choose 
the β = 1/R . The EM algorithm for the problem at hand 
is given by
E-step:

M-step:

where (i) denotes the iteration index. The M-step can be 
simplified since the estimator is linear with respect to 
the unknown filter coefficients. Moreover, under white 
Gaussian conditions, the estimator in (15) becomes a 
maximum likelihood estimator. We can thus solve for 
these first, which yields

If we insert this back into (15), we get

A potential problem with these estimators is that the 
filter estimates ĝr are unconstrained, which may lead to 
unreasonably large filter coefficients, since the reflections 
may partly cancel each other out. One way of addressing 
such problems is by introducing a constraint on the white 
noise gain of the filter:

This can be solved using the method of Lagrange multi-
pliers, i.e., to solve for the constrained filter, we write

By taking the partial derivative with respect to the filter, 
we get

That is, the filter estimate becomes

(14)

x̂(i)r (n) =S(n− τ̂ (i)r )ĝ(i)r

+ βr

[
y −

R∑

r=1

S(n− τ̂ (i)r )ĝ(i)r .

]

(15){ĝr , τ̂r}
(i+1) = arg min

g,τ

∥∥∥x(i)r (n)− S(n− τ )g
∥∥∥
2
,

(16)ĝ(i+1)
r =

[
ST (n− τr)S(n− τr)

]−1

ST (n− τr)x
(i)
r (n),

(17)
τ̂ (i+1)
r = arg max

τ
x(i)r S(n− τ )

[
ST (n− τ )S(n− τ )

]−1
.

ST (n− τ )x(i)r (n),

(18)
{ĝr , τ̂r}

(i+1) = arg min
g,τ

∥∥∥x(i)r (n)− S(n− τ )g
∥∥∥
2

s.t. �g� < ǫ.

(19)

{ĝr , τ̂r} = arg min
g,τ

−2xTr (n)S(n− τ )g+

gTST (n− τ )S(n− τ )g + �(gTg − ǫ)

= arg min
g,τ

J (g, τ )

(20)
∂J

∂gr
=− ST (n− τr)xr(n)+ ST (n− τr)S(n− τr)gr

+ �gr = 0.
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where � is the tuning parameter that is empirically set 
while the I is the identity matrix. The estimated τr of an 
acoustic reflector could be converted into a distance esti-
mate if we assume that the speed of sound is known for 
the given environment and that we are interested in esti-
mating only the first-order early reflection. This simple 
conversion can be done as follows:

where c is the speed of sound and d is the distance of an 
acoustic reflector with respect to a source.

However, by taking the acoustic response within the 
model, we can estimate multiple reflections originating 
from two acoustic reflectors, i.e., first-order and second-
order reflection. By combining the proposed method 
with eco-labeling [21–23], we can estimate the position 
of multiple acoustic echoes.

4 � Experimental results
In this section, we investigate two issues, the perfor-
mance of the proposed method under different condi-
tions, and the benefit of estimating multiple acoustic 
echoes. In the first experiment, the proposed method was 
tested using signals that are synthesized using the room 
impulse response generator [24] with the following setup. 
The synthetic room has a dimension of 6.38× 5.4 × 4.05 
m. The analysis window considered was set to τmin and 
τmax samples corresponding to a distance of 0.5 m to 3 
m similar to the computation time to run performed in 
[25]. This analysis window also helps in estimating the 

(21)
ĝr =

[
ST (n− τr)S(n− τr)+ �I

]−1

ST (n− τr)xr(n).

(22)d = c × τ ,

first-order early reflection and prevents the direct-path 
component from being estimated. Moreover, the probe 
signal s(n) is a broadband signal of length 2000 samples 
drawn from a Gaussian burst with zero padding to form a 
signal of length 20,000 samples.

4.1 � Proof‑of‑concept
The experimental platform is used to evaluate the per-
formance of the proposed method. The overall system 
architecture is shown in Fig.  2. Two design variations 
are proposed to test the proposed method for the 
acoustic reflector’s position and distance estima-
tion. One variation consists of a loudspeaker (Genelec 
8030A) with a microphone (G.R.A.S 40 PH) attached 
to the top of the loudspeaker. The distance between 
the acoustic center of a loudspeaker and the center of 
a microphone is 0.15 m. This is shown in Fig.  3. The 
second variation consists of a 6 microphone arranged 
in a uniform circular array (UCA) of radius 0.2 m with 
a loudspeaker placed at the center of the UCA. This 
is shown in Fig.  4. The loudspeaker-microphone was 
placed 1.5 m above the floor inside Aalborg University’s 
Sound Lab that has a dimension of 6.38× 5.4 × 4.05 
m. Furthermore, both the loudspeaker and micro-
phones are connected to an audio interface (Presonus 
1818VSL). A Lidar sensor (TFMini Micro) is used to 
measure the distance between the wall and the plat-
form and is used as a ground truth for further analy-
sis. The audio interface is subsequently connected to 
a laptop via a USB port. To ensure low latency from 
hardware, ASIO driver2 is installed from the internet. 

Fig. 2  An overview of the hardware required to design the platform used in this research

2  https://​www.​asio4​all.​org/.

https://www.asio4all.org/
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Moreover, MATLAB is used as a data acquisition soft-
ware tool to record and save the observed signals and 
for statistical analysis of the proposed method. Further-
more, for multichannel data acquisition, PlayRec [26] is 
used to transmit and record sound simultaneously. The 
sampling frequency is set to 48, 000 Hz while the speed 
of sound is assumed as 343 m/s

4.2 � Simulated and real results
In the first experiment, the non-ideal characteristic 
of acoustic systems is modeled by filtering the room 
impulse response, hRIR using a bandpass filter with the 
impulse response, hBP , to obtain our non-ideal impulse 
response, hNI , i.e.,

The bandpass filter was a second-order Butterworth 
filter with cutoff frequencies, ω = [0.2π , 0.6π ] . The 
non-ideal room impulse response was then applied to 
a known probe signal, s(n), to generate the observation 
used for the experiment. Here, the search interval for 
the delays, or TOAs, was chosen as τ ∈ [1, 80] samples, 
and therefore we set N to 2, 080. The number of reflec-
tions was set to R = 3 because this number gives us bet-
ter estimates of 2 acoustic reflectors, the number of EM 
iterations was set to 100, and βr = 1/R . Furthermore, the 
direct-path component was removed from the observed 
signal using an RIR generator. Using this setup, we ran 
the Ideal-EM (EMI) method with a filter length M = 1 as 
proposed in [19], and the presented robust-EM method 
(EMR) with filter length M = 5 and � = 100 . The result-
ing cost functions, J (g, τ ) from (19), are depicted in 
Figs.  5 and 6, respectively. Here, J1 , J2 , and J3  represent 
the cost function with M = 1, � = 0 , M = 5, � = 100 , 
and M = 15, � = 500 , respectively. From the results, we 
can first see how the ideal impulse responses are affected 
by the bandpass filter applied to it, which smears out the 
peaks. When applying the EMI method, we therefore also 
do not see two clearly defined peaks around the time-
of-arrivals of the two components. If we instead use the 
EMR method, we can model the effects of the bandpass 
filter, which results in two broader, but clearly defined 
peaks at the TOA.

Furthermore, we repeat the simulated experiment in 
a practical setting using the hardware platform in Fig. 3. 
The platform was placed at a corner of a room with a 
distance to the walls, 1 m and 0.65 m, respectively. The 
collocated microphone-loudspeaker setup probes the 
environment with a known sound, and the received 
echoes are recorded by the microphone. The observed 
signal was later used to estimate the RIR of the environ-
ment using the dual-channel method [27]. This is done 
by computing Ĥ(f ) = Y (f )/S(f ) and then taking the 
inverse DFT to get ĥ = F−1{Ĥ(f )} . The EMR’s filter 
length was set to M = 15 , � = 500 , and R = 3 . As seen 
in Fig. 7, the EMR method successfully estimates all the 
peaks corresponding to an individual acoustic reflec-
tor. In this experiment, both M and � are set empirically. 
However, in the future iteration of this work, we can 
adaptively select these parameters.

(23)hNI = hRIR ∗ hBP.

Fig. 3  Hardware setup for experiments with single channel 
microphone-loudspeaker

Fig. 4  Hardware setup for experiments with multi-channel 
microphones organized in a uniform circular array with a loudspeaker 
placed at the center of the array
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4.3 � Impact of distances and background noises
In this experiment, we evaluate the performance of the 
proposed TOA estimator and compare it against vary-
ing distances. The setup was placed at a distance of 
[0.8,  1.0,  1.5,  2.0,  2.5] m, and 100 acoustic echoes were 
recorded at each interval. The data was collected using 
the single channel setup shown in Fig.  3. Accuracy is 
defined as the percentage of TOA that is within ±10% 
of the ground truth value obtained from the lidar. The 
proposed method (EMR) is compared with the previous 

method (EMI) proposed by [19] and single-channel local-
ization and mapping (ScLAM) [28]. These results are 
shown in Fig. 8. The data obtained from this experiment 
is also summarized in Table 1.

Additionally, a comparison of the proposed method 
against different background noise was also performed. 
To simulate different noise levels, a separate loudspeaker 
was placed at a distance of 6.4 m away from the setup 
within the lab. This separate loudspeaker was used to 
simulate a low signal-to-noise ratio (SNR). The separate 

Fig. 5  Cost functions of the M-step for M = 1 using the EMI method in [19]

Fig. 6  Cost functions of the M-step for M = 5 and � = 100 using the proposed method (EMR)
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loudspeaker is playing an audio clip from YouTube called 
cocktail party3. The SNR is defined as the variance of the 
observed signal, x(n) , against the variance of the back-
ground noise, v(n).

(24)SNR =
σ 2
x

σ 2
v

,

where σ 2
x = E[�x(n)�2] and σ 2

v = E[�v(n)�2] . Both the 
observed signal and the background noise are recorded 
for 1 s. The background noise was recorded before 
the system probed the environment with a known sig-
nal. Based on this configuration, 4 SNRs were selected 
by adjusting the loudness of the separate speaker, 
[0,  10,  20,  30] dB. Furthermore, 100 audio recordings 
were obtained at each SNR to evaluate the proposed 
method (EMR). The evaluation results are shown in 

Fig. 7  Estimating multiple acoustic echoes using real data obtained from hardware platform in Fig. 3a

Fig. 8  Comparison of the proposed method robust EM with M = 5 and � = 100 against ideal EM M = 1  for acoustic reflector estimation at varying 
distances

3  https://​youtu.​be/​IKB3Q​iglyro.

https://youtu.be/IKB3Qiglyro
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Fig. 9. According to Table 1, both the standard deviation 
σ and root mean square error (RMSE) of the EMI and 
EMR increases when the distance between the acoustic 
reflector and the platform increases while the mean value 
µ is close to the ground truth for a distance up to 1.5 and 
for all SNRs.

4.4 � Evaluation of robust EM using multilateration 
technique

In this experiment, we test the performance of the pro-
posed method using multilateration technique. In this 
way, we can estimate the DOA of the acoustic echoes 
which can aid robotic platforms to locate the source of 

Fig. 9  Comparison of the proposed method robust EM M = 5 and � = 100 against ideal EM with M = 1  for acoustic reflector estimation 
against different background noise

Table 1  Comparison of EMI against the other TOA estimation methods under different distances and background noise

EMI SNR = 30 dB EMI SNR = 0 dB
Lidar data [m] µ [m] σ [m] RMSE [m] µ [m] σ [m] RMSE [m]
0.83 0.8886 0.0403 0.0710 0.8856 0.0436 0.0704
1.15 1.1306 0.1274 0.1282 1.1151 0.1108 0.1156

1.51 1.4185 0.2522 0.2671 1.4288 0.2739 0.2844

2.01 1.2356 0.2772 0.8221 1.2348 0.2689 0.8201

EMR M = 5 � = 100 SNR = 30 dB EMR M = 5 � = 100 SNR = 0 dB
Lidar data/m µ [m] σ [m] RMSE [m] µ [m] σ [m] RMSE [m]
0.83 0.8734 0.0105 0.0447 0.8703 0.0233 0.0464
1.15 1.0772 0.0252 0.0769 1.0705 0.0246 0.0831

1.51 1.4370 0.2585 0.2674 1.4541 0.2549 0.2597

2.01 1.2379 0.3434 0.8443 1.2837 0.3531 0.8067

ScLAM = 30dB ScLAM = 0dB
Lidar data [m] µ [m] σ [m] RMSE [m] µ [m] σ [m] RMSE [m]
0.83 0.8826 0.0059 0.0709 0.8796 0.0214 0.0704
1.15 1.0977 0.0871 0.1281 1.0776 0.0395 0.1156

1.51 1.4789 0.2301 0.2670 1.5312 0.2245 0.2843

2.01 1.2658 0.3276 0.8221 1.2648 0.3197 0.8200
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the acoustic echoes. The idea here is that the proposed 
method will estimate TOAs from each of the microphone-
loudspeaker combinations, which will then be used with 
a multilateration technique. Multilateration is a locali-
zation technique popularly used in telecommunication 
to estimate the direction and distance of a transmitter/
source [29–31]. Moreover, multilateration was also used 
to estimate the robot’s position in 3D space as proposed 
in [32]. Within the context of this paper, multilateration 
is used to estimate the location of the acoustic reflector. 
Multilateration techniques rely on the TOAs’ knowledge 
of the acoustic reflections and also assume that the loca-
tions of the sensor nodes are known with respect to the 
same coordinate system. To locate an acoustic reflec-
tor, we need to set a reference with respect to a coordi-
nate system. This information could be known from the 
robot’s motor encoder or from an inertial measurement 
unit (IMU) but this aspect of robot navigation is beyond 
the scope of this paper. More specifically, let us assume 
that we have P microphones and the source is placed on 
the same xy-plane. Using (17), we can estimate the TOA 
and (22), the range value vector, d . If the microphones 
are located on the xy-plane or 2D plane, at positions, 
[xp, yp] = [(x1, y1), (x2, y2), . . . , (xP , yP)] , where P are the 
number of microphones, then based on the range data dp 
a circle can be drawn from each microphone. The point 
of intersection of these individual circles would yield the 
location of the acoustic reflector as seen in Fig.  10. The 
true acoustic reflector position (x, y) is at the intersection 
of all the circles and satisfies the following equations:

In the presence of noise, the estimations of d , the circles 
will not intersect at a single point. Therefore, a least-square 
fit can be used to obtain the acoustic reflector location esti-
mate [33], i.e.,

where

The setup used for this experiment is shown in Fig. 4. 
Here, the setup was fixed at distances [0.7,  1.1,  1.5] m 
against an acoustic reflector. Furthermore, 50 recordings 
were made at each distance which was later evaluated. 
The results are depicted in Fig. 11 and listed in Table 2. 
According to Table 2, the σ and RMSE values of the pro-
posed method increase as the platform’s distance with 
respect to the wall also increases while µ value is close to 
0.7 m at an SNR of 30.

(25)(x − xp)
2 = d2p , p = 1, · · · ,P.

(26)rs = (ATA)−1ATb,

(27)A =




2(x1 − xP) 2(y1 − yP)

...
2(xP−1 − xP) 2(yP−1 − yP)





(28)b =




x21 − x2P + y21 − y2P + d2P − d21

...

x2P−1 − x2P + y2P−1 − y2P + d2P − d2P−1





Fig. 10  EMR and multilateration technique to localize an acoustic echo situated at a distance of 0.7 m. The convergence of the individual circles 
indicates the location of the acoustic reflectors
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5 � Discussion and limitations
Two platform designs were proposed to test the algo-
rithm: A collocated microphone-loudspeaker as seen in 
Fig.  3 and a uniform circular microphone array with a 
loudspeaker positioned at the center of the array as seen 
in Fig. 4. The results obtained from the first experiment 
revealed that the proposed method can be used to esti-
mate multiple acoustic reflections as EMR can account 
for the acoustic system’s response which can hinder the 
estimation accuracy of multiple acoustic reflections. As 
seen in Fig. 6, EMR estimates multiple peaks that corre-
spond to an acoustic reflectorm, while EMI (Fig. 5) esti-
mates a single acoustic reflector. Therefore, estimating 
multiple acoustic reflectors using the proposed method 
is beneficial for spatial map construction in an indoor 
environment.

In the second experiment, the performance of EMR 
and EMI are evaluated using the proof-of-concept setup 
described in Section 4.1. The results in Fig. 8 reveal that 
EMR provides significant improvements in estimating 
the acoustic reflector as it can account for the acoustic 

system’s response that affects the performance of the 
TOA estimator, while Fig.  9 shows that the proposed 
method is 10% better than the EMI method overall SNR 
values which are on par with the ScLAM techniques. 
According to the results obtained in Fig. 8, the proposed 
method can estimate an acoustic reflector up to a dis-
tance of 1.5 m with 60% accuracy under low SNR of 0 dB. 
Similarly, the proposed method is robust against differ-
ent SNR levels as seen in Fig.  9 compared to EMI. The 
results obtained from Table  1 shows that the proposed 
method offers a limited range as it estimates the acoustic 
reflector’s range up to a distance of 1.5 m with an RMSE 
of 0.2671 m at a high SNR value of 30 dB. Under low SNR 
value of 0 dB, the µ , σ , and RMSE remain similar which 
indicates that the proposed method is robust under 
changing environmental conditions.

In the last experiment, we combined the proposed 
method with a multilateration technique so that the 
direction, as well as the location of the acoustic reflec-
tor, is determined by a robotic system as it navigates 
an indoor environment. Here, we test EMI, EMR, and 

Fig. 11  Evaluation of the proposed method with multilateration to detect a single acoustic reflector

Table 2  Performance of the proposed method using multilateration technique evaluated over distances

EMI SNR = 30 EMR SNR = 30 ScLAM SNR = 30

Lidar data [m] µ[m] σ[m] RMSE [m] µ[m] σ[m] RMSE [m] µ[m] σ[m] RMSE [m]

0.7 0.6240 0.1442 0.1617 0.6154 0.15383 0.16176 0.65628 0.072963 0.08443
1.1 0.8428 0.0689 0.2660 0.77155 0.058971 0.26605 0.77155 0.058971 0.3336

1.5 1.1686 0.3247 0.4617 3.1354 0.18567 1.9132 1.6851 1.5701e-15 0.18509
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ScLAM under an SNR of 30 dB and place the multi-
channel setup at varying distances. According to the 
results obtained in Fig. 11, all methods can estimate an 
acoustic reflector up to a distance of 0.7 m with 80% 
accuracy. The results obtained in Table 2 also indicates 
that the µ , σ and the RMSE are similar for all 3 meth-
ods (EMI, EMR and ScLAM). The µ value is around 
0.6154 m while the RMSE value is 0.16176 m when the 
setup is placed at a distance of 0.7 m. The µ and RMSE 
values increase as the distance between the wall and 
the setup increases to 1.1 m and 1.5 m. This reduction 
in accuracy could be due to the loudspeaker blocking 
the acoustic echoes from reaching one of the micro-
phones placed behind the loudspeaker which could 
affect the TOA estimation. This could result in spuri-
ous estimates that can reduce the performance of the 
multilateration technique when locating an acoustic 
source. Similar performance is seen in the remaining 
methods. However, for multilateration technique to 
work within robotics, the robotic platform requires 
the knowledge of its Cartesian position in the envi-
ronment, i.e., the position of the loudspeaker and 
microphones should be known. One way to acquire 
this information is by utilizing sensors used for track-
ing the odometry and orientation of a robot, e.g., the 
inertial measurement unit. However, in this paper, 
we assume that the location of the loudspeaker and 
microphones will be known.

6 � Conclusions and future work
The contribution of this paper is to propose a robust 
expectation-maximization technique for acoustic 
reflector localization, intended for the robotic platform 
using echolocation. The proposed method builds on 
existing work proposed by [19], i.e., their work assumed 
that the gain or filter parameters are assumed to be the 
same which in practice is not a valid assumption as this 
can hinder the acoustic reflector estimation process. 
Hence, in this paper, we introduced this uncertainty 
within the signal formulation. Three experiments were 
performed in a simulated and practical environment. 
To test the performance of the proposed method, two 
proof-of-concept platforms are used: one consists of a 
collocated microphone-loudspeaker arrangement while 
the other consists of a uniform circular microphone 
array with a loudspeaker placed at the center of an 
array. From our experimental results, we deduce that 
our proposed method can estimate an acoustic reflec-
tor up to a distance of 1.5 m with 60% accuracy and can 
be combined with a multilateration technique to locate 
the direction of an acoustic reflector. Our proposed 
method can be beneficial to the robotic platforms as 

it can complement existing laser- and camera-based 
technologies for generating a spatial map of an indoor 
environment as done in our previous works. Our pro-
posed echolocation method can aid a robotic plat-
form in detecting and estimating transparent surfaces 
and can also estimate multiple acoustic echoes when a 
robot moves to a corner of a room.

In the future iteration of this work, we aim to imple-
ment the proposed method on an existing robotic plat-
form, e.g., Softbank’s NAO robot, and also improve the 
algorithm and combine it with eco-labeling techniques 
as proposed in [21] so that multiple acoustic echoes are 
estimated and categorized to represent an indoor envi-
ronment. We also intend to test the proposed method 
using the robotic platform outlined in [28]. This way, we 
can test the performance of the proposed method against 
the ScLAM and McLAM algorithms and also evaluate 
the performance in generating a spatial map of a typi-
cal office environment. The current proof-of-concept is 
a fixed loudspeaker-microphone setup, while in [28], the 
setup is placed on top of a robotic platform that moves 
within an indoor environment. Moreover, this method 
could also be used in a wireless acoustic sensor network 
(WASN) to detect acoustic sources [28, 34].
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