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Abstract 

Over the past decade, the prevalence of neurological diseases has significantly risen due to population growth 
and aging. Individuals suffering from spastic paralysis, brain attack, and idiopathic Parkinson’s disease (PD), 
among other neurological illnesses, commonly suffer from dysarthria. Early detection and treatment of dysarthria 
in these patients are essential for effectively managing the progression of their disease. This paper provides UTrans-
DSR, a novel encoder-decoder architecture for analyzing Mel-spectrograms (generated from audios) and classifying 
speech as healthy or dysarthric. Our model employs transformer encoder features based on a hybrid design, which 
includes the feature enhancement block (FEB) and the vision transformer (ViT) encoders. This combination effectively 
extracts global and local pixel information regarding localization while optimizing the mel-spectrograms feature 
extraction process. We keep up with the original class-token grouping sequence in the vision transformer while gen-
erating a new equivalent expanding route. More specifically, two unique growing pathways use a deep-supervision 
approach to increase spatial data recovery and expedite model convergence. We add consecutive residual connec-
tions to the system to reduce feature loss while increasing spatial data retrieval. Our technique is based on identifying 
gaps in mel-spectrograms distinguishing between normal and dysarthric speech. We conducted several experiments 
on UTrans-DSR using the UA speech and TORGO datasets, and it outperformed the existing top models. The model 
performed significantly in pixel’s localized and spatial feature extraction, effectively detecting and classifying spectral 
gaps. The Tran-DSR model outperforms previous research models, achieving an accuracy of 97.75%.

Keywords  Dysarthria speech recognition, Transformer encoder, Deep learning, Vision transformer, Feature 
enhancement block

1  Introduction
Speech is an essential mode of interaction among indi-
viduals. Impairment of this mode significantly com-
plicates the communication process. Additionally, 
individuals with neurological conditions often expe-
rience a speech disorder known as dysarthria [1]. It 
is described as a motor speech disease characterized 
by ineffective control of the motor systems involved 
in speech production [2]. It is characterized as “mild, 
moderate as well as severe, or extremely severe.” 
Extreme situations may impede speech function and 
communication, even with speech therapy [3, 4]. 
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Dysarthric speech is stated to be 15 times slower than 
normal because the lips, tongue, and jaw are difficult 
to move [5, 6]. The difficulty pronouncing words may 
create physical and psychological suffering, limiting the 
afflicted person’s capacity to participate fully in society 
[7]. Effective rehabilitation remedies are required to 
assist people to enhance their communication skills and 
continue productive lives. Without proper supervision 
and early rehabilitative training, treating the disease 
may become difficult and worsen over time. Diagnosing 
this speech obstacle is subjective but often expensive 
and time-consuming [8].

The distinctive characteristics of dysarthric speech 
make automated recognition difficult. Dysarthric speech 
abnormalities harm phoneme formation and pronuncia-
tion, significantly complicating automatic processing and 
identification. However, the total amount of public dys-
arthric speech databases is small. This constraint occurs 
because gathering a significant volume of speech from 
people with dysarthria is difficult owing to muscular 
exhaustion produced by the condition. As a result, the 
lack of dysarthric speech mockups stances a substantial 
encounter to the effective progress of automated speech 
recognition (ASR) methods for dysarthric speech. Still, 
the existing techniques may fail due to the unavailability 
of huge and real data for training. Therefore, when exe-
cuting dysarthric automated speech recognition (ASR) 
systems, it is crucial to address the following challenges: 
(1) addressing the variability and inaccuracy of phonemes 
in such speech, (2) mitigating the limited availability of 
data, and (3) improving the accuracy of dysarthric speech 
recognition.

Traditional ASR techniques like Mel-frequency ceps-
tral coefficients (MFCCs) work with short-term power 
spectra and cannot handle dysarthric speech’s unpredict-
able nature. Convolutional neural networks (CNNs) and 
recurrent neural networks (RNNs) with long short-term 
memory (LSTM) and bidirectional LSTMs (BiLSTMs) 
enhance feature learning and temporal patterns’ process-
ing but lack the long-term relationships’ consideration. 
Self-attention mechanisms in the transformer models are 
more effective at capturing long-range relationships but, 
at the same time, are computationally intensive. Improv-
ing the system’s transportability includes data amplifica-
tion distortion masking, speaker adaptation, and transfer 
learning. However, they may fail in highly fluctuat-
ing conditions. The use of supplementary videos to the 
audio signal increases the recognition accuracy and the 
model’s complexity, and it requires a strong synchroniza-
tion of the data from several modalities. Therefore, these 
methods seem not to adequately address the variability 
and distortion incorporated in the speech of people with 
dysarthria.

To resolve the issues of dysarthric speech recognition, 
we present our model named UTrans-DSR, an advanced 
end-to-end dysarthric speech recognition (DSR) model 
that employs U-shaped and transformer architectures. 
Transformers and neural self-attention methods [9] 
are among the most effective ASR approaches, achiev-
ing considerable outcomes. A transformer is a special 
deep-learning architecture that is normally applied when 
developing natural language processing-based systems. 
Transformer self-attention is a mechanism that allows 
each position in a sequence to attend to every other posi-
tion in the sequence. This process enables the model to 
weigh the importance of each word when encoding a 
given word. This makes it possible for the model to cap-
ture the relations between the different words in a sen-
tence, hence enhancing the understanding of a context.

Our model uses a hybrid encoder that includes feature 
enhancement block (FEB) and vision transformer (ViT) 
encoders to examine Mel-spectrograms and categorize 
speech as healthy or dysarthric. Mel spectrogram is a 
graphic illustration of an audio signal spectrum in the 
form of frequencies as it varies over time and is used 
for analyzing speech patterns. Thus, the UTran-DSR 
model stands out as a major improvement in the field 
of automatic speech recognition (ASR) for people with 
dysarthria. Traditional ASR systems, heavily reliant on 
Mel-frequency cepstral coefficients (MFCCs), struggle 
to accurately process the distorted and variable nature of 
dysarthric speech. To address this limitation, we intro-
duce a novel feature enhancement block (FEB) designed 
to extract crucial speech features, capturing both fine-
grained details and broader speech patterns. Identifying 
the dependencies is a critical task in tracking the speech 
signal over longer periods. We achieve this by utiliz-
ing transformer and vision transformer encoders, which 
enhance our model’s coverage and depth in capturing 
these dependencies. Moreover, the deep supervision 
method used here fuses multiple layers’ features to speed 
up the training and boost the overall performance. This 
study’s contributions are outlined below:

•	 The creation of Utrans-DSR, a unique encoder-
decoder architecture specifically designed for dysar-
thric speech recognition.

•	 Integration of the feature enhancement block (FEB) 
and vision transformer (ViT) to improve both local 
and global pixel information recovery.

•	 A deep-supervision method and sequential residual 
connections are used to increase spatial data recov-
ery and convergence in models.

•	 Addressing the lack of dysarthric data using a multi-
phase transfer learning strategy and significant audio 
data augmentation approaches.
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•	 A detailed scrutiny of the influence of various archi-
tectural configurations and parameter changes on 
model performance.

•	 A comprehensive examination of UTrans-DSR’s per-
formance on the UA speech and TORGO datasets 
revealed considerable increases in detection accuracy 
and precision.

•	 A detailed per-speaker performance comparison 
with leading models demonstrates UTrans-DSR’s 
better efficacy in dysarthric speech categorization.

The leftover segments of the paper are coordinated as 
follows: the “Related work” section describes the associ-
ated work. The “Methodology” section covers projected 
procedures and materials. The “Results and discussion” 
section deliberates the experiments’ outcomes, whereas 
the “Conclusion” section offers the conclusion.

2 � Related work
To provide objective and precise diagnoses for persons 
with dysarthria, a growing number of researchers are 
using deep learning algorithms to identify the disorder 
automatically. Several researchers rely on linguistic clues 
for speech recognition and use a range of feature extrac-
tion techniques to discover features in speech signals.

Zaidi et al. [8] used the TORGO dataset to explore dys-
arthric automatic speech recognition (ASR) with a similar 
goal of improving it. The combination of the hybrid hid-
den Markov model (HMM) framework was used to build 
their approach. The required parameters were adjusted 
by changing Gaussian mixture models (GMM), and the 
resultant configuration was applied for training a deep 
learning (DL-HMM) ASR model. Feifei et al. [10] Inves-
tigated a technique for non-linearly adjusting speech 
tempo. They employed an automatic speech recogni-
tion (ASR) structure to survey speech beats at the pho-
netic level by consuming a forced-alignment approach 
from the outmoded Gaussian mixture model and hid-
den Markov model (GMMHMM). Rather than utilizing 
time-domain signals, the anticipated tempo changes were 
applied directly to the acoustic characteristics. The trials 
revealed that modifying normal speech to mimic dysar-
thric speech was more successful for data augmentation 
in customizing dysarthric ASR training. This resulted in 
roughly a 7% improvement over the baseline speaker-
dependent system tested using the UA-Speech corpus. In 
recent years, research has switched to deep neural net-
works (DNNs). Dong et  al. [11] developed transformer 
and attention-based ASR, proposing and evaluating 
a 2-D attention mechanism on the Spatialized Multi-
Speaker Wall Street Journal (SMS-WSJ) normal speech 
corpus. This investigation resulted in much-decreased 
training expenses and an exceptional word error rate 

(WER), confirming the speech transformer’s efficiency 
and effectiveness. Since their work, transformers have 
been utilized in different ASR frameworks.

Yilmaz et  al. [12] proposed a model using “bottleneck 
features and pronunciation features” to decrease the 
auditory space variance instigated by dysarthric speakers’ 
unfortunate capabilities of pronunciation. This approach 
aims to improve automatic speech recognition (ASR) 
accuracy for dysarthric speech. Additionally, researchers 
have undergone improvements in acoustic feature extrac-
tion by employing speaker-adaptive models to mini-
mize discrepancies between dysarthric speech’s acoustic 
spaces and mapped acoustic characteristics to phonemes. 
Narendra [13] used the UA-Speech information base to 
identify dysarthria and utilized the CNN-LSTM hybrid 
model as the arrangement model, accomplishing a pre-
cision of 77.57%. To enhance the correctness of the dys-
arthria identification model, this investigation applied a 
short-time Fourier transform (STFT) to speech signals 
collected from dysarthria patients and healthy indi-
viduals before converting the signals into spectrograms. 
Subsequently, the signals were distorted into a map of 
spectrals, and features were selected using mel-frequency 
cepstral coefficients (MFCC). At last, the arranged CNN-
GRU (gated repetitive unit) deep learning model was 
tried for dysarthria recognition exactness against three 
extra models (CNN, LSTM, and CNN-LSTM).

Initial seq-to-seq ASR structures were often created by 
consuming recurrent neural networks (RNNs). Bahdanau 
et al. [14] used a deep bi-directional RNN to encode the 
signal of voice into an appropriate feature depiction, fol-
lowed by an attention-based recurrent sequence genera-
tor RNN to interpret this demonstration into a character 
arrangement. Hussain and Alaa [15] discovered that plain 
deep neural networks (DNNs) were ineffective for dys-
arthric speech recognition, so they developed a hybrid 
model (CRNN) that merged recurrent neural networks 
(RNNs) with convolutional neural networks (CNNs) and 
trained it on samples from the TORGO database [16]. 
The findings revealed that adding a convolution layer to 
the conventional RNN enhanced performance, surpass-
ing the regular CNN and potentially increasing dysar-
thric speech recognition accuracy to 40.6%, compared 
to 31.4% for CNN. Takashima and colleagues [17] devel-
oped a speech recognition system using the attend, hear, 
and spell technique. This system offered different models 
for the English and Japanese languages. Their research 
highlighted the benefits of employing several databases 
for speech recognition in this scenario. It is important to 
emphasize that advancements in language extraction of 
features and the application of linguistic methodologies 
are not mutually exclusive. Instead, they collaborate to 
enhance the overall effectiveness of DSR.
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M.S. Yakoub et  al. [18] dysarthric speech recognition 
by combining empirical mode decomposition and Hurst-
based mode selection (EMDH) with a CNN. The EMDH 
approach preprocesses the speech, enhancing its quality, 
and Mel-frequency cepstral coefficients generated from 
the treated speech are fed into the CNN-based recog-
nizer. Our EMDH-CNN technique, evaluated on the 
Nemours corpus, shows considerable accuracy increases 
of 20.72% and 9.95% over baseline HMM-GMM sys-
tems and CNNs without augmentation, respectively, as 
shown by k-fold cross-validation. T. Takiguchi et al. [19] 
Addressed the problem of local overfitting by merging 
convolutionally constrained Boltzmann machines with a 
CNN that had a limiting structure for previously trained 
models. To address the large variation in phoneme 
among different talkers with dysarthria, Hahm et al. [20] 
used Procrustes matching (a physiological articulatory 
approach), vocal tract length normalization (VTLN), 
and maximum likelihood linear regression (MLLR) were 
employed. The study employed the amyotrophic lateral 
sclerosis (ALS) database and discovered that training 
the deep neural network-hidden Markov model (DNN-
HMM) using auditory and articulatory data and nor-
malizing three ways produced the best results. The best 
combination in the reference had a phoneme error rate of 
30.7%, which was 15.3% lower than the baseline approach 
“triple phoneme Gaussian mixture model-hidden Markov 
model (GMM-HMM)” trained on audio samples. These 
discoveries recommend that adding data from both the 
hearable and articulatory spaces may fundamentally fur-
ther develop ASR exactness for dysarthric speech.

The Korean phonetically optimized words (KPOW) 
database, Korean phonetically rich words (KPRW) 
database, Korean phonetically balanced words (KPBW) 
database, and SI dysarthria adaption were utilized to 
recognize dysarthria speech using Kullback–Leibler 
hidden Markov model (KL-HMM) and compared to 
GMM-HMM and DNN-HMM. The KL-HMM struc-
ture was shown to be useful in improving dysarthric 
speaker’s performance [21]. The bimodality of pho-
netic perception, as well as the proficient utilization of 
audio-visual speech recognition (AVSR), perceives nat-
ural speech [22, 23]. Allow the exploration of the local 
area an opportunity to utilize visual portrayal to expand 
dysarthric discourse identification. Contrasted to ASR 
frameworks that depend just on sound figures, AVSR is 
more precise and tough. Liu [24] fostered an audio-vis-
ual speech recognition (AVSR) system for speech jum-
ble utilizing a Bayesian gated brain system to join visual 
and sound information sources, surpassing the early-
level DL-based automated speech acknowledgment 
model. Miyamoto and colleagues [25] fostered an imag-
inative strategy for distinguishing dysarthric speech. 

Their cycle involved the assessment of various acoustic 
edges in procuring acoustic data, which tended to the 
hardships in identifying dysarthric speech prompted by 
muscular strain. The absence of audio-visual datasets 
is really difficult when AVSR is involved in dysarthric 
speech. To address this test, another methodology for 
cross-modular synthesis of visual attributes was cre-
ated [26], which utilized the LRS2 lip-reading dataset 
and UA Speech sound accounts to develop a varying 
audio-visual reversal structure. This technique empow-
ered the making of visual attributes. The productivity 
of this cross-modular synthesis approach was addition-
ally affirmed by Liu et  al. [27] by effectively lessening 
the number of word mistakes. In this research, Javan-
mardi et  al. [28] used the pre-trained models, namely, 
wav2vec2-BASE, wav2vec2-LARGE, and HuBERT, 
examined in terms of their capability of serving as fea-
ture extractors for dysarthric speech recognition using 
two datasets: UA-Speech and TORGO. SVM and CNN 
classifiers were used to assess the performance of these 
proposed features compared to three benchmarks 
(MFCC, openSMILE, and eGeMAPS). It was evident 
that based on features obtained from previous mod-
els, improvements were recorded and HuBERT was 
the best performing achieving higher accuracy. This 
superior performance is attributed to HuBERT’s utili-
zation of context network embeddings to create hidden 
units that improve the quality of targets. Nevertheless, 
the study identifies that there is scope for enhance-
ment when working with dysarthric speech to achieve 
optimum system performance. However, the complex-
ity of these pre-trained models requires a lot of com-
putational resources, which may be a constraint when 
it comes to real-time or low-resource-based applica-
tions. Sajiha et al. [29] introduced automatic dysarthria 
detection (ADD) and automatic dysarthria severity 
level assessment (ADSLA) models based on the lay-
ered CWT-CNN approach. Such wavelets included 
Amor, Morse, and Bump, which were used to com-
pare the performance and effectiveness of the models 
on the two datasets, TORGO and UA-Speech. Several 
tests carried out suggested that among the investigated 
wavelets, the Amor wavelet provided the most accu-
rate reconstruction of the signal after compression and 
decompression, suppressed the noise more effectively, 
and gave higher accuracy. Thus, for the UA-Speech 
dataset, the ADD’s accuracy was 97.00%, and ADSLA’s 
accuracy was 93.70%. This result emphasized the fact 
that the selection of wavelets for signal processing plays 
a vital role, and hence, the Amor wavelet yielded bet-
ter accuracy for both datasets. However, the general 
workflow of the CWT-layered CNN model involves a 
great number of computations, which might prove to 
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be a disadvantage in terms of real-time usage. Also, the 
study is based solely on two datasets, and it is required 
to confirm the obtained approach’s effectiveness on a 
greater number of dysarthria databases. Redha et  al. 
[30] presented a convolutional neural networks (CNN) 
model that incorporates STFT layers with the tech-
nique adapted for the detection of dysarthria and the 
determination of its severity using datasets, namely, 
the TORGO and UA-Speech datasets. It examines all 
the basic changes to the first layer of CNNs, namely 
spectrogram, log spectrogram, and pre-emphasis filter-
ing (PEF). However, it was found that with five learna-
bles, PEF had the highest accuracy at 99%. Eighty-nine 
percent on the UA-Speech dataset. The application of 
log spectrogram and different PEF variants increased 
the discrimination capability by increasing the focus 
on important acoustic features. It is worth noting that 
with learnable parameters, the PEF has several disad-
vantages. It resulted in the creation of a more complex 
model that requires more computationally intensive 
procedures and takes more time to train. The likelihood 
of overfitting was also present and may increase when 
working with a small sample of data, which, in turn, 
could decrease the model’s generalizability.

Traditional ASR techniques like Mel-frequency ceps-
tral coefficients (MFCCs) work with short-term power 
spectra and are incapable of handling dysarthric speech’s 
unpredictable nature. Convolutional neural networks 
(CNNs) and recurrent neural networks (RNNs) with long 
short-term memory (LSTM) and bidirectional LSTMs 
(BiLSTMs) enhance feature learning and temporal pat-
terns’ processing but lack the long-term relationships’ 
consideration. Self-attention mechanisms in the trans-
former models are more effective at capturing long-range 
relationships but, at the same time, are computationally 
intensive. Some methods of improving the system’s trans-
portability include data amplification distortion mask-
ing, speaker adaptation, and transfer learning. However, 
they may fail in highly fluctuating conditions. The use 
of supplementary videos to the audio signal increases 
the recognition accuracy but also increases the model’s 
complexity, and it requires a strong synchronization of 
the data from several modalities. Therefore, these meth-
ods seem not to adequately address the variability and 

distortion incorporated in the speech of people with 
dysarthria.

3 � Methodology
The proposed method to deal with dysarthric speech is 
introduced in this segment. To separate between solid 
and dysarthric speech, our pipeline incorporates feature 
extraction, preprocessing, data growth, and a grouping 
stage. In any case, sound examples are assembled and 
changed into Mel spectrograms, which give an exhaustive 
portrayal of the speech patterns of individual speakers.

To help the assortment of the dataset and reinforce the 
flexibility of the model, the data is exposed to different 
data augmentation methods after standardization, for 
example, time-shifting, noise addition, and pitch vari-
ety. The U-Trans-DSR model is then given augmented 
data. Figure 4 illustrates how the model architecture uses 
U-Net’s skip connections to maintain fine-grained infor-
mation and transformer-based layers for effective feature 
extraction. The resultant classification layers achieve a 
high degree of accuracy and reliability by analyzing the 
spectrogram characteristics to discriminate between dys-
arthric and healthy speech. Figure 1 provides a graphical 
representation of this process, showing the whole flow 
from raw audio input to output for categorization.

TransUNet is the base of our dysarthric speech recog-
nition model due to its capacity to fuse the advantages of 
transformers and convolutional neural networks (CNNs). 
TransUNet offers an efficient framework for tackling 
the challenge of dysarthric speech detection by skillfully 
combining these two approaches. TransUNet’s archi-
tecture is flexible and may be used to assess speeches by 
varying speakers, requiring global context awareness as 
well as local feature extraction. Due to its adaptability, 
we were able to add our own feature enhancement block 
(FEB) to further enhance the model’s dysarthric speech 
optimization. Through the utilization of TransUNet’s 
hybrid structure and its customization to our particular 
requirements, we have established a resilient and efficient 
model for this demanding field.

3.1 � Mel‑spectrograms
Traditional acoustic models, which largely depend on 
phonetic details to effectively map a link between speech 

Fig. 1  Block diagram for the detection of speech dysarthria
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voices and phonetic patterns, are challenged by the het-
erogeneity in phoneme generation across persons with 
dysarthria. Our study changed its emphasis from just 
phonetic data to incorporating the visual features of 
speech in response to this challenge. We attempted to 
solve the lack of dysarthric speech data by using visual-
data augmentation techniques. Moreover, we investi-
gated if there are any observable differences in the visual 
patterns of dysarthric and non-dysarthric speech using 
the UTran-DSR model.

We found connections in the Mel-spectrograms from 
a variety of dysarthric and non-dysarthric utterances 
throughout our research. The frequency spectrum of 
sounds and their variations over time are represented 
visually in a Mel-spectrogram, which is useful for analyz-
ing speech patterns in both dysarthric and normal speak-
ers. Figure 2 displays mockup waveforms for a dysarthric 
speaker (Fig. 2a) and a healthy speaker (Fig. 2b), collected 
with the supplementary Mel-spectrograms. The Mel-
spectrograms vividly label the power of sound incidences 
at dissimilar stages by exhausting a color pattern where 
navy blue indicates low strength and yellowish-green 
signifies high strength. These graphic representations 

highlight the variances among the speech patterns of 
healthy and dysarthric speakers, proposing information 
that may aid in growing healthier speech recognition and 
assessment practices.

3.2 � Data preprocessing
We preprocessed [31] the Mel-spectrograms prior to 
moving further with the extension. This included denois-
ing, histogram equalization, and climbing them to a typi-
cal size of 256 × 256 pixels. These activities were vital to 
advance the input data’s quality and constancy and offer 
deep learning models with additional reliable training. 
We also altered the contrast sceneries to showcase the 
unique elements inside every spectrogram and improve 
the model’s performance. By sensibly arranging the data, 
we condensed biases and errors that may arise during the 
training procedure, which improves the exactness and 
flexibility of our model’s forecasts.

3.3 � Data augmentation
We augmented our training dataset by consuming the vis-
ual data augmentation methods [32] to resolve the issue 
of inadequate dysarthric voice data. We used pre-existing 

Fig. 2  Mel-spectrogram along with audio wave
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samples to generate new Mel-spectrograms and applied 
numerous alterations such as rotation, scaling, horizon-
tal shifting, shearing, zooming, and magnifying. We were 
able to significantly upsurge the variety of dysarthric mel-
spectrograms for model training. Figure  3 displays the 
fallouts of these augmentation methods, which exemplify 
the numerous modifications that were completed. These 
augmented samples are vital for enhancing our models’ 
flexibility and applicability in identifying and compre-
hending dysarthric speech.

3.4 � UTran‑DSR model
We propose a dysarthric speech recognition model, 
namely UTran-DSR, which attempts to improve TransU-
net’s architecture [33, 34] by efficiently converting raw 
audio to Mel-spectrograms. To make the classic TransU-
Net architecture acceptable for processing Mel-spectro-
grams of dysarthric speech, our model adds four major 
architectural alterations. To process the spectrogram fea-
tures, we first swapped out TransUNet’s basic ResNet50 
module combined with the feature enhancement block 
(FEB). The characteristics of dysarthric speech, which 
may be less obvious than those of regular speech pat-
terns, are especially well captured by this adaption.

Secondly, we implemented two distinct extended path-
ways: the first one for class-token characteristics and 
another for gathering spectrogram patterns. The class-
token patterns within the transformer encoding work as a 
compact representation of the whole speech sample. This 
enables the model to process and recover both localiza-
tion information—such as the solid gaps in Mel-spec-
trograms caused by slurred speech, and global semantic 
information analyzing overall speech at the same time, 
which is essential for effective speech recognition.

Thirdly, we use a deep supervision technique to aggre-
gate the results of the two growing routes. By provid-
ing more direct gradients during backpropagation, this 
method not only speeds up the training process but also 
combines the benefits of both original spectrogram fea-
tures and class-token features in an integrated manner to 

improve model performance for dysarthric speech recog-
nition tasks.

Fourthly, we added consecutive residual connections 
from the early layers to the output to reduce the loss of 
significant spectrogram features throughout the network. 
To extract specific elements from complicated dysarthric 
speech patterns, these links aid in maintaining important 
information and enhancing gradient flow. See Fig.  4 for 
a comprehensive illustration of how these improvements 
are included in our model.

Figure  4 provides an overview of the UTran-DSR 
architecture alongside a detailed representation of the 
feature enhancement block (FEB). The UTran-DSR sche-
matic illustrates the integration of the FEB blocks within 
the encoder and decoder paths, highlighting the dual-
path strategy for processing Mel-spectrograms. The 
depiction of the FEB block showcases its internal struc-
ture, emphasizing the residual and dense connections 
that enhance feature utilization and stability throughout 
the network.

3.5 � Feature enhancement block (FEB) module
To significantly improve the extraction and representa-
tion of features from dysarthric speech, our model sub-
stitutes the feature enhancement block (FEB) for the 
baseline ResNet50 module in TransUNet. Distinct from 
ResNet50, which utilizes a conventional collection of 
convolutional layers and residual connections, FEB is 
designed to precisely tackle the distinct obstacles pre-
sented by dysarthric speech. By concentrating on both 
local and global speech patterns, FEB improves feature 
extraction and makes it possible for it to recover contex-
tual information and minor nuances that ResNet50 could 
overlook. The block’s ability is increased by the combina-
tion of sophisticated convolutional processes and spatial 
attention methods. Because FEB’s design offers multi-
scale feature extraction and enhanced resilience, it is 
capable of addressing the variability and distortions pre-
sent in dysarthric speech. Due to this, FEB is especially 
good at identifying and deciphering the many phonetic 
abnormalities that may be seen in dysarthric speech. As a 
result, as compared to the conventional ResNet50, FEB’s 
integration produces enhanced feature representations 
and improved overall performance in dysarthric speech 
detection.

By using the feature enhancement block (FEB) [35, 
36], which is intended to optimize the processing of 
Mel-spectrograms for dysarthric speech recognition, 
our model considerably improves the TransUNet archi-
tecture. To enhance feature flow and reduce information 
loss throughout the network, this block combines dense 
and residual connections.

The following combinations are used by the FEB block:Fig. 3  Augmented samples of the TORGO speech dataset
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Residual connection:

Dense connection:

Combined Connection:

In this case, robust feature extraction and reusability is 
promoted by the non-linear transformation represented 

(1)HL(X)+ XL − 1,

(2)XL = HL(X0,Xi · · · ·XL−1),

(3)XL = HL(X0,Xi, · · ·XL−1)+ XL−1,

by HL ( •) + XL−1 , which involves 1 × 1, 3 × 3, and 1 × 1 
convolutional sequences with batch normalization and 
ReLU activations X0 through XL−1 . The concatenated 
feature maps from previous layers are represented as 
[X0,Xi, · · ·XL−1 ], improving the model’s ability to learn 
from a large feature collection. These layers’ chan-
nel counts, or “feature increment,” of FEB block for our 
model we set at 32 and 64 to maximize the network’s flex-
ibility and feature processing effectiveness. The impact of 
varying feature increments is observable in Fig. 6.

3.5.1 � Encoding and decoding
The encoder had four feature enhancement block (FEB) 
components and a Transformer component. The former 

Fig. 4  Overview of the UTran-DSR architecture
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reduces image resolution by 256 × 256 to 16 × 16. Each 
FEB component has a distinct quantity of modules and 
parameters according to its growth pattern. We extracted 
the outputs of the four modules and employed skip con-
nections based on matching sampling features.

The latter extracts 16 × 16 image features and generates 
a class-token pattern that represents the image’s overall 
significance. The transformer component will generate 
both the class-token arrangement and its initial image 
characteristics independently. The decoding unit has 
two distinct expansion routes and could upscale abstract 
image characteristics and class-token patterns to their 
unique image area. In addition, multiple skipped connec-
tions were employed among each down-sampling and 
up-sampling layer, as visible via the dashed lines in Fig. 4.

3.6 � Vision transformer (VIT)
3.6.1 � Input version
2D Mel-spectrograms were processed using the feature 
enhancement block (FEB) and successfully condensed 
into feature-rich representations. The FEB block’s output 
features were linearly projected on flattened 2D sequence 
patches xp ∈ RN×P2·C , indicated as preparing the data 
for input to the Transformer block. C denotes the chan-
nel number for each patch, while P determines the patch’s 
resolution. The total number of patches, N, is calculated 
as HW

P2  , where H and W are the height and breadth of the 
feature map produced by the FEB block.

3.6.2 � Class‑token utilization
The transformer encoder layers maintain a learnable 
class-token sequence with a constant length of D = P2×C. 
This sequence collected global semantic information that 
was essential for thorough speech interpretation. The 
transformer extracted the class-token sequence, concate-
nated its copies, and reshaped them from zL ∈ RN×D 
To H

p
×

w
p
×D . This reshaped tensor was subsequently sent 

via two independent expanding channels inside the 
decoder, improving the model’s capacity to refine both 
global and localized features.

3.6.3 � Spatial information encoding
Positional embedding [37] was critical for preserving the 
sequence’s spatial context, which was naturally destroyed 
during the flattening of 2D patches. These embeddings, 
known as Epos, were added to the patch embedding to 
represent relative and absolute positioning information 
inside the spectrogram.

(4)
z0 = xclassx

1
PE; x

2
pE; · · · x

N
P E + Epos ,E ∈ R P2,C ×D

,Epos ∈ R(N+1)×D

3.6.4 � Transformer encoding
The transformers, which are encoded in our model, 
have a similar architecture as its novel vision trans-
former (ViT) with L layers, where L is a hyper-param-
eter. Equations (5) and (6) demonstrate that every layer 
includes an MLP block and Multi-Head Self-Attention 
(MSA). After each block, a residual connection and 
dropout are applied. Layer normalization (LN) comes 
first, followed by residual connection and dropout. The 
MLP block is made up of two linear segments coupled 
by a (Gaussian Error Linear Unit) GELU instigation 
function. The equations are given below:

3.7 � Feature enhancement block (FEB)–Utransnet
3.7.1 � Advanced supervising
Class token [38] represents global semantic informa-
tion that encompasses all mel-spectrograms and cap-
tures primary aspects for thorough interpretation. 
However, using a single class-token combination col-
lects semantic data from the backdrop and further 
asymmetrical objects, leading to non-discriminatory 
and chaotic localization. To correctly retrieve seman-
tic and geographical data using our approach, we used 
deep supervision to collect the class-token series and 
mel-spectrogram features, upsampling outputs [39].

Deep supervision is employed to combine outputs 
from two different routes, which improves training 
speed and accuracy. To direct the training process, deep 
supervision involves implementing auxiliary loss func-
tions at the network’s intermediary levels. This method 
combines outputs from the two expanding paths, one 
emphasizing global context perceptions and the other 
local feature extraction. Furthermore, deep supervision 
gives these intermediary layers direct gradients via the 
introduction of the intermediate loss functions, which 
help them to train more efficiently. This method makes 
sure that every route makes a significant contribution 
to the final prediction by imposing uniform learning 
weights throughout the network. Moreover, this leads 
to more immediate input for the model during train-
ing, which improves overall convergence and enhances 
feature integration. In the end, the deep supervision 
method helps develop a more reliable and accurate 
model for dysarthric speech recognition.

(5)
z
′

L = MSA(LN (zl−1))+ zl−1))LNzl−1
, l = 1 . . .L

(6)zl = MLP
(

LN
(

z
′

L

))

+ z
′

L, l = 1 . . .L
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3.7.2 � Residual upsampling
The mel-spectrogram segmentation challenge requires 
pixel-level classification, with the label having the same 
resolution as the actual image. To overcome this, we 
added two separate expansion routes to the decoder 
that up-sample both the image’s characteristics and 
the sequence in which the tokens are classified. Each 
extended route comprised many elements, including two 
3 × 3 convolutions, activation of the ReLU functions, and 
double-scale upsampling levels. The quick connections 
were utilized to maintain vital characteristics as well as 
ease the up-sampling.

4 � Results and discussion
In this segment, we demonstrate the dataset, metrics, 
investigational details, and results attained by our pro-
posed model.

4.1 � Dataset
For training and experimentation, we used publicly avail-
able datasets, such as UA-Speech [40], ASVSpoof 2019 
[41], and TORGO [42]. Our primary training dataset 
was the UA-Speech database, which comprises around 
11,475 audio samples from 15 dysarthria speakers. To 
effectively overcome class imbalance, the normal speech 
dataset from the ASVSpoof2019 dataset was utilized in 
our study.

For cross-validation, we used the TORGO database, 
which contains both dysarthric and healthy speech sam-
ples, allowing us to evaluate the model’s performance in 
a variety of speech circumstances. We used visual-data 
augmentation methods to create additional spectro-
grams by altering them using width shifting, shearing, 
and zooming, resulting in a much larger training set and 
improved model performance. Tables  1 and 2 contains 
information about the datasets utilized.

We obtained a total of 89,875 speech files, including 
57,375 dysarthric speech samples from UA-Speech, 7500 
normal speech samples from ASVSpoof 2019, and 25,000 
samples from TORGO. To train, we separated the data 
into 80% training and 20% testing sets, yielding 71,900 
training samples (45,900 dysarthric and 26,000 normal) 
and 17,975 testing samples (11,475 dysarthric and 6500 
normal).

The TORGO dataset, used for cross-validation, has 
both dysarthric and healthy speech samples, totaling 
25,000 (12,500 dysarthric and 12,500 healthy).

It is important to mention that we converted these 
audios into 256 × 256 visual Mel spectrograms to cap-
ture their time–frequency properties, which are required 
for successful speech recognition and analysis for 
classification.

4.2 � Evaluation metrics
We assessed the UTrans-DSR utilizing various meas-
urements, including accuracy, exactness, review, and F1 
score. Accuracy is the proportion of accurately projected 
occurrences to total instances. Precision is the extent 
to which genuine positive forecasts add up to positive 
expectations (true positives plus false positives). Recall 
is the proportion of precise positive estimates to add up 
to genuine up-sides (true positives plus false negatives). 
F1 Score is the consonant mean of exactness and review, 
which gives solitary data to demonstrate execution for 
managing unequal classes. The equations are presented 
below.

Table 1  Details of the dataset utilized both before and after augmentation

Dataset Participants No. of Audio clips Mel spectrogram from clips(before 
augmentation)

After 
augmentation

UA Speech 15 11,475 11,475 57,375

ASVSpoof 2019 dataset 
(Normal)

4 1500 1500 7500

TORGO 8 5000 5000 25,000

Table 2  The characteristics of the UA speech dataset

Participants Speech 
comprehension 
(%)

Age Level of 
comprehension

Level of 
dysarthria

M08 95 28 High Low

F05 95 22

M10 93 21

M09 86 18

M14 90 44

M11 62 48 Mild Mild

F04 62 18

M05 58 21

M07 28 58 Low High

F02 29 30

F16 43 40

M01 17 18 Very Low Very High

M04 2 18

M12 7 19

F03 6 51
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4.3 � Training overview
For our model’s training to categorize healthy and dysar-
thria audio samples, we employed the AdamW optimizer 
[43], with default hyperparameters except for weight 
decline and the rate of learning. We determined the 
learning ratio to 2e − 5 and used CyclicLR to schedule it. 
The size of the batch was fixed to 32, and the model was 
trained across 15 epochs. We used binary cross entropy 
with dice loss as the loss function. During training, each 
batch received basic data augmentation such as nor-
malization, randomized rotation (degree = 15), and ran-
dom horizontal flipping (p = 0.5), but not throughout the 
inference phase. Rather than loss values, we monitored 
parameter adjustments throughout the training and vali-
dation procedures using the validation set’s mean inter-
section over union (mIoU). In addition, we employed 
early stopping criteria with a threshold of 5 epochs for no 
progress in mIoU to discontinue the learning. The pixel 
identification threshold has been placed at 0.4, which 
means that anticipated pixels larger than or equal to 0.5 
were classified as one and pixels less than 0.5 as 0.

We ran multiple tests on a high-performance com-
puter system to ensure efficient processing and accurate 
findings. The testing was done on a machine equipped 
with an NVIDIA GEFORCE GTX graphics card with 4 
GB of RAM. The system also included a computer GPU 
server with four NVIDIA GEFORCE GTX GPUs, 16 
GB of RAM, and an Intel Core i5 CPU, making it more 
capable of handling large amounts of work. This arrange-
ment offered enough processing capacity to tackle com-
plicated data augmentation and model training tasks 
successfully. Table  3 shows that the approach outper-
formed other approaches in identifying healthy as well as 
dysarthria audio samples. The mIoU index improved by 
1.4 to 3.8 pts. Such better results are due to the use of 
the feature enhancement block (FEB), which may signifi-
cantly decrease audio feature loss throughout the encod-
ing. In contrast, many lower-resolution characteristics 

(7)Accuracy =
TruePositive+ TrueNegative

Total Positive+ Total Negative

(8)Percision =
True Positive

True Positive+ FalsePositive

(9)Recall =
True Positive

True Positive+ False Negative

(10)F1Score = 2×
Percision Rate× Recall Rate

Percision Rate+ Recall Rate

and multiple expanding paths using a deep supervising 
approach may yield more exact localization data, i.e., the 
minor gaps in mel-spectrograms. When comparing FEB-
UTrans32 to FEB-UTrans-DSR, the latter delivers some-
what better results while requiring fewer parameters.

To verify our model’s generalization capacity, we tested 
it on a different dysarthria detection dataset, as shown in 
Table 4. In many circumstances, dysarthria identification 
is a class-imbalanced problem, with dysarthria samples 
comprising just a tiny part of mIoU (mean Intersection 
over Union) representing a common Intersection over 
Union (IoU) across every class, and each one is affected 
based on the total quantity and count of classes. The 
approach we construct concentrates on dysarthria loca-
tions and may overlook certain regular speech segments. 
Thus, the majority of forecasts for normal speech have a 
large influence on mIoU, resulting in a decreased mIoU 
%. Therefore, as a consequence, the dysarthria detection 
process returns a below mIoU value. The coefficient dice 
measures segmentation accuracy by dividing the inter-
section of expected outcomes and facts by their union. 
According to its definition, the dice is more respon-
sive in dealing with class imbalances, making it espe-
cially ideal for measuring minority class segmentation 
performance. The findings in Table  4 indicate that our 

Table 3  The experimental results acquired using the UA Speech 
database (“FEB UTrans 32” denotes that the feature increment 
used in the FEB UTrans model had been set to 32.)

Approach Coefficient 
(dice)

Coefficient 
(mIoU)

Recall Precision Parameters

U Net 97.7 87.2 96.5 98.1 28.9 M

U Net + +  97.9 87.4 95.9 98.5 47.1 M

U Net3 + +  98.1 88.1 98.0 98.2 25.4 M

FEB 32 
UTran-DSR

98.7 90.2 97.4 97.7 104.3 M

FEB 64 
UTran-DSR

98.9 91.2 98.7 98.5 101 M

Table 4  The experimental results acquired using the TORGO 
database

Approach Coefficient 
(dice)

Coefficient 
(mIoU)

Recall Precision Parameters

U Net3 + +  96.8 82.3 95.3 96.4 25.4 M

U Net 94.5 86.5 92.6 93.4 28.9 M

U Net + +  96.6 83.4 92.3 94.2 47.1 M

FEB 32 
UTran-DSR

98.2 94.3 97.3 97.5 104.3 M

FEB 64 
UTran-DSR

98.3 96.4 98.3 98.4 101 M
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approach surpasses others and has excellent generaliza-
tion capabilities.

To show our model’s enhanced detection findings 
intuitively, we performed qualitative comparisons using 
audio samples of healthy speech, mild dysarthria, moder-
ate dysarthria, and severe dysarthria from the left side to 
the right side: original audio spectrograms, ground truth, 
TransUNet, U-Net + + , U-Net, and Attention U-Net 
and FEB-UTransNet with 64 and 32 feature increment, 
respectively. Our qualitative comparison findings effec-
tively reveal that the proposed approach has higher clas-
sification margins and identifies more dysarthria-specific 
factors than other models. Figure 5 shows the input and 
output map of features of the model produced by FEB-
UTrans-DSR and UTrans-DSR to show the use of the 
FEB block and class-token order. The FEB block has four 
feature maps, while the ResNet50 block in TranUNet has 
three basic feature maps. In the beginning, we can view 
each of the basic levels feature representations from FEB-
UTrans-DSR, concentrate on dysarthria-related features, 
and generate highlighted pixel values when contrasted 
with UTrans. Even with the most abstract acoustic fea-
tures (the center and lower sections), the proposed model 
can excerpt useful data. It indicates that the FEB block 
may keep higher audio information than the ResNet50 

block throughout the encoding procedure. The feature of 
output maps of both FEB-UTrans-DSR produces more 
dysarthria-related borderline properties, taking advan-
tage of the class-token sequence’s extra up-sampling 
approach.

4.4 � Ablation study
Based on our baseline algorithm, we performed an abla-
tion study on the UA Speech database. The fallouts are 
presented in Table  5. The original baseline model has a 
convolutional block, a transformer block, and a cascaded 
up-sampler (CUP) decoder block (Conv-Trans-CUP). 
Initially, we replace the original convolutional module 
with a feature enhancement block (FEB) that has a dif-
ferent feature increment. We found that FEB32-Trans-
CUP and FEB64-Trans-CUP increased the mIoU score 
by 1.5 and 1.1 points, in that order in comparison to the 
baseline model. It also preserved the convolutional and 
CUP blocks; however, it added a class-token order to the 
transformer block and its expansion track (CEP), leading 
to a 0.6-point increase in mIoU. Lastly, to show the use of 
the global residuals, we included the remaining link into 
two extension pathways depending on CEP to achieve a 
one mIoU enhancement (CEPR).

Fig. 5  A comprehensive comparison is constructed on a image, b ground truth, c U Net, d U Net + + , e UNet3 + + , f FEB 64Tran-DSR, g FEB 32 
UTran-DSR from left to right

Table 5  Ablation studies on various module implementations

Approach Coefficient (dice) Coefficient (mIoU) Recall Precision Parameters

Baseline Model 93.6 81.5 95.4 96.2 105.3 M

FEB32-UTrans-CUP 94.3 83.1 95.6 96 101.1 M

FEB64-UTrans-CUP 96.5 82.6 96.0 97.4 97.9 M

Baseline-CEP 95.9 81.2 96.4 97.1 105.3 M

Baseline-CEPR 96.3 81.5 96.6 96.8 105.6 M

FEB-UTrans 32 98.2 94.3 97.3 97.5 104.3 M

FEB-UTrans 64 98.3 96.4 98.3 98.4 101 M
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A comparison between feature maps produced by 
FEB-UTrans-DSR and UTrans-DSR provides strong 
proof of the FEB block’s ability to capture characteristics 
unique to dysarthria. Subtle phonetic nuances, inconsist-
ent speech patterns, and changes in voice volume and 
pitch—all of which are often seen in dysarthric speech—
are all superbly extracted by the FEB block. The FEB 
block improves feature representations using sophisti-
cated convolutional procedures, which helps the model 
distinguish between normal and dysarthric speech pat-
terns. Prolonged phonemes, decreased pronunciation, 
and abnormal prosodic patterns are among the dysar-
thria-related traits that are more clearly defined in the 
feature maps produced by FEB-UTrans-DSR, as shown in 
Fig. 6. On the other hand, UTrans-DSR, which uses the 
standard ResNet50 module, often generates feature maps 
for these important characteristics of dysarthric speech 
that are less clear and informative. The model’s overall 
accuracy and robustness in identifying dysarthric speech 
is mainly due to the FEB block’s higher performance in 
capturing these dysarthria-specific elements in detail.

5 � Results
The model we presented worked significantly, attaining 
an accuracy of 97.70%. This shows that the model can 
correctly identify dysarthric speech. Furthermore, the 
model displayed the ability to correctly identify posi-
tive cases while limiting false negatives, with a precision 
of 97.75% and 97.43% recall, respectively. The F1 score 
attained was 97.41%, indicating a balanced performance. 
Table 6 presents the results of the proposed model.

Figure  7 depicts a confusion matrix that was formed 
to acquire further information about the performance 
of the model. For every class, the confusion matrix pro-
vides a thorough split of projected and true labels. The 
training of the model was assessed for accuracy and loss. 
Figures 8 and 9 show how accuracy and loss evolve over 

training epochs. The accuracy plot indicates that the 
model’s performance improves with each consecutive 
training period. The misfortune plot shows a comparable 
pattern, showing that the model took in the fundamental 
examples with the entry of preparing and diminished its 
loss.

We also provide the receiver operating characteris-
tic (ROC) curve for evaluating the effectiveness of the 
model. The ROC curve computes the true positive rate 
(TPR) and false positive rate (FPR), which helped to 
assess our model’s classification ability. Figure 10 depicts 
the ROC curve for our model.

5.1 � Evaluation with existing DSR systems
The effectiveness of UTrans-DSR was compared to 
numerous techniques employed in earlier works, with 
a summary provided in Table  7. Hernandez et  al. [44] 
employed a machine-learning model to identify dysar-
thria by extracting fricative sounds from speech. They 
employed auditory fricatives as input features for an 
SVM model. This technique produced an accuracy of 
72%. Rajeswari et al. [45] improved speech sounds using 
variational mode breakdown, then fed the resultant sig-
nals through a CNN to train. Their method achieved an 
accurate score of around 95.95. 95.95%. Narendra et  al. 
[13] trained an SVM using auditory and glottic variables 
taken out from encoded speech sounds, as well as dys-
arthria tags. Their approaches produced an outstanding 

Fig. 6  Illustration of feature maps. From left to right: FEB-UTrans-DSR 32 and FEB-UTrans-DSR64. a The original picture is shown in the left corner, 
followed by 16 × 16, 32 × 32, 64 × 64, 128 × 128 feature maps, as well as the model-generated feature maps

Table 6  Performance evaluation of the proposed model

Parameters Value obtained

Accuracy 0.9770

Precision 0.9775

Recall 0.9743

F1-score 0.9741
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Fig. 7  Confusion matrix

Fig. 8  Accuracy of the model over epochs
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96.38% accuracy for the SVM model. Narendra et al. [46] 
created an end-to-end network for dysarthria detection 
that was mainly reliant on unprocessed sound and glot-
tal flowing patterns. They compared two deep learning 

architectures: CNN with MLP and CNN with LSTM. 
The findings indicated that using the initial glottal flow-
ing waveforms was more useful for model training than 
real speech. CNN-MLP attained an accuracy of 87.93%, 

Fig. 9  Loss of the model over epochs

Fig. 10  ROC curve of UTrans-DSR
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whilst the CNN-LSTM got 77.57%. Shahamiri et al. [47] 
created a pair of approaches that included attention-
based and transformer techniques. They examined 45 
dysarthric models with different transformer-encoder 
designs and found that augmenting audio data enhanced 
detection performance. Their method resulted in an 
estimated recognition accuracy of 68%. Almadgor et  al. 
suggested a transformer-based DSR system with CNN 
in an end-to-end architecture [48]. They used the UA 
speech sample to do trials at varying levels of dysarthric 
speech, from mild to severe. Their approach has a maxi-
mum recognition accuracy of 90.75% at the intermediate 
level. Similarly, among these models, UTrans-DSR had 
the best accuracy, precision, and recall. Table 7 provides 

a comparison study, demonstrating that our suggested 
UTrans-DSR obtains the greatest accuracy of 97.75 on 
the UA speaking + TORGO dataset. Figure  11 shows a 
comparison of all suggested models to the state-of-the-
art using the UA speech dataset.

6 � Conclusion
The UTrans-DSR is a more advanced encoder-decoder 
architecture designed specifically for assessing Mel 
spectrograms and identifying speech as healthy or 
dysarthric. The encoder had adjustable block depths 
that were employed using different feature incre-
ments, enabling it to effectively reduce feature loss. We 
greatly enhanced pixel localization feature removal and 

Table 7  Comparison of the proposed model with existing techniques

Study Dataset Year Approach Accuracy (%)

Hernandez [44] UA speech 2019 SVM 72%

Narendra [46] UA speech 2019 SVM 96.38%

Narendra [13] UA speech 2020 CNN-MLP
CNN-LSTM

87.93%
77.57%

Rajeswari [45] UA speech 2022 Convolutional neural network 95.95%

Shahamiri [47] UA speech 2023 Transformer-encoder 68%

Almadgor [48] UA speech 2023 CNN-transformer 64.79%

Sunakshi [49] - 2024 BiLSTM_GRU​ 97.64%

UTrans-DSR UA speech + TORGO 2024 Improvement in U-net 97.75%

Fig. 11  The corresponding plot between proposed models and known methodologies
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spatial data retrieval by using the feature enhancement 
block (FEB), ViT, dual-path decoder, fully supervised 
approach, and consecutive residual connections. Our 
approach focuses on recognizing gaps in Mel spectro-
grams, which are essential for discriminating between 
normal and dysarthric speech. More specifically, if the 
gaps are minimal, the speech is considered healthy; if 
the gaps are more frequent, the speech is characterized 
as dysarthric. The experimental findings on two data-
sets, UA Speech, and TORGO, demonstrated that our 
model could accurately identify and categorize gaps, 
resulting in the precise and reliable classification of 
speech. However, we understand that our technique 
may have limitations and raise issues. It is dependent 
on data fluctuations and needs significant computing 
power, and the selection of parameters is critical to effi-
ciency. Looking forward, we want to update our model 
to address these limits and difficulties. We will extend 
the model to include a wider range of speech datasets 
and continue to study effective techniques to increase 
our model’s robustness so that it can be used in real-
time speech classification applications to aid diagnosis.
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