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Abstract 

Binaural audio recordings become increasingly popular in multimedia repositories, posing new challenges in index-
ing, searching, and retrieval of such excerpts in terms of their spatial audio scene characteristics. This paper presents 
a new method for the automatic estimation of one of the most important spatial attributes of binaural recordings 
of music, namely “ensemble width.” The method has been developed using a repository of 23,040 binaural excerpts 
synthesized by convolving 192 multi-track music recordings with 30 sets of head-related transfer functions (HRTF). 
The synthesized excerpts represented various spatial distributions of music sound sources along a frontal semicircle 
in the horizontal plane. A binaural auditory model was exploited to derive the standard binaural cues from the syn-
thesized excerpts, yielding a dataset representing interaural level and time differences, complemented by interau-
ral cross-correlation coefficients. Subsequently, a regression method, based on gradient-boosted decision trees, 
was applied to the formerly calculated dataset to estimate ensemble width values. According to the obtained results, 
the mean absolute error of the ensemble width estimation averaged across experimental conditions amounts to 6.63° 
(SD 0.12°). The accuracy of the method is the highest for the recordings with ensembles narrower than 30°, yielding 
the mean absolute error ranging between 0.8° and 10.2°. The performance of the proposed algorithm is relatively 
uniform regardless of the horizontal position of an ensemble. However, its accuracy deteriorates for wider ensembles, 
with the error reaching 25.2° for the music ensembles spanning 90°. The developed method exhibits satisfactory 
generalization properties when evaluated both under music-independent and HRTF-independent conditions. The 
proposed method outperforms the technique based on “spatiograms” recently introduced in the literature.

Keywords  Ensemble width, Binaural recordings, Spatial audio scene characterization

1  Introduction
The increased popularity of binaural technologies seen in 
the recent decade gave rise to a surge in the number of 
spatial audio recordings uploaded in the binaural format 
to publicly available repositories on the Internet, includ-
ing Freesound, YouTube, and Vimeo. A substantial num-
ber of these excerpts incorporate music. Hence, one of 
the greatest challenges faced nowadays by researchers in 
the area of music information retrieval (MIR) is to ana-
lyze such recordings in terms of their spatial properties—
a task referred to as spatial audio scene characterization 
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(SASC) [1]. Consequently, there is a growing need for the 
development of methods dedicated to spatial audio scene 
analysis in binaural signals. The potential application 
scope of such techniques is not limited to the semantic 
search or retrieval of binaural recordings. These meth-
ods might also enhance the performance of music genre 
recognition algorithms as spatial characteristics of music 
recordings are likely to be genre-specific [2]. For exam-
ple, in classical or jazz music recordings, music ensem-
bles are typically arranged on the stage in front of the 
listeners (stage-audience scenario), whereas, for pop, 
dance, or electronic music recordings, sound sources 
tend to be distributed by mixing engineers in a much 
wider way, even to the extent that the listeners are sur-
rounded by musicians (360° stage scenario [3]). Moreo-
ver, information derived by spatial binaural analyzers 
could be used to adaptively “steer” the parameters of the 
up-mixing algorithms, e.g., converting binaural signals to 
multichannel loudspeaker-based formats.

Drawing inspiration from Rumsey’s scene-based 
paradigm [4], we propose that the spatial content of 
music audio recordings could be characterized at the 
three abstraction levels: low, mid, and high. At the low 
level of abstraction, spatial scenes might be described 
in terms of the spatial distribution and characteristics 
of the individual sound sources, including their widths 
and depths, as illustrated in Fig.  1. At the mid-level, 
scenes could be portrayed using geometrical properties 
of ensembles of sources. For example, a music ensemble 
can be described in terms of its width and depth. The 

term “ensemble” is defined in the paper as a group of 
music sound sources such as an orchestra, string quar-
tet, choir, or pop music band. Finally, at a high level of 
abstraction, scenes could be characterized globally. For 
instance, they may be described using the volume of a 
recording venue (e.g., small, medium, large). The list of 
the provided examples is not exhaustive.

The aim of the existing techniques in the area of spa-
tial analysis of binaural audio signals is predominantly 
to localize individual audio sources [5–12] or to esti-
mate the perceived width of a single sound source [13]. 
Hence, referring to the terminology introduced above, 
most of the work within the area of spatial analysis of 
binaural signals so far has been limited to the scene 
analysis at the low level of abstraction, ignoring mid 
and high-level spatial attributes. In contrast, this study 
focuses on the computational analysis of spatial scenes 
at a mid-level using the attribute called “ensembles 
width” as described below.

In a scenario where the listener is situated at the 
center of a 360° stage, an ensemble of musicians may 
surround them. In this work, however, we considered 
a traditional scenario, constraining the location and 
spread of ensembles to a frontal semicircle in the hori-
zontal plane. The rationale for this constraint is to make 
the task of ensemble width estimation easier, due to the 
potential for front-back errors inherent to the lack of 
simulations of head movements in this work. We leave 
for future research the exploration of more contempo-
rary spatial scenes, with ensembles spanning 360° in the 

Fig. 1  Example of a spatial audio scene content with a hypothetical music ensemble. Dark-grey ellipses represent individual sound sources. SW1 
and SW2 denote the width values of the two selected individual sources, whereas SD1 and SD2 signify their depths
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horizontal plane, or even with ensembles positioned 
above or below the listener.

1.1 � Definition of ensemble width
In this study, we define “ensemble width” (EW) as the 
physical extent between the leftmost and rightmost 
sound sources in an ensemble. Since we have adopted the 
polar coordinate system with a listener at the origin, the 
ensemble width is measured by an angle ω between the 
extreme sound sources of an ensemble in the horizon-
tal plane, as shown in Fig. 2. This definition is similar to 
the one proposed by Rumsey [4], who described EW as 
the “overall width of a defined group of sources” (macro 
entity). It is also similar to the  definition of “ensem-
ble source width” that was recently introduced by Arthi 
and Sreenivas [14]. They described the ensemble source 
width as the “angular difference between the extreme 
sources”. For simplicity, we assume that all individual 
sound sources are equidistant from the listener, and we 
treat them as point sources (we consider each music 
source to be infinitely small). In this work, 0° refers to 
the  listeners’ front-facing direction, and azimuth angles 
are measured counter-clockwise.

In contrast to the work of Arthi and Sreenivas [14, 15], 
who assumed the ensemble position to be an invariant 
factor, in our study we also investigated how the ensem-
ble location affects the performance of the method. For 
this reason, we defined the location of an ensemble as an 
angle φ between the listener’s front-facing direction and 
the direction of the center of an ensemble. The center of 

an ensemble is a notional mid-point on the arch between 
the sound sources positioned at the edges of an ensem-
ble, splitting an ensemble into two halves of ½ ω each (see 
Fig. 2). For φ = 0°, the center of an ensemble is located in 
front of the listener.

It should be noted that the concept of ensemble width, 
as estimated in this study, is distinctively different from 
the term “apparent source width” (ASW), which is com-
monly used in the context of concert hall acoustics. ASW 
is defined as the perceived horizontal extent of an indi-
vidual sound source (performing entity) [16]. It is widely 
accepted that ASW is attributed to early room reflec-
tions [17], which cause the effect of broadening the per-
ceived width of a sound source. Therefore, due to the 
above effect, for a given sound source placed in a rever-
berant environment, the ASW tends to be greater than 
the actual (physical) source width (SW), hence the term 
“apparent” in its name. ASW of a reproduced sound 
source, even under anechoic conditions, can also be arti-
ficially modified by decorrelating the signals reaching the 
listener’s ears [18]. Unlike ASW, which describes a sin-
gle source, EW is an attribute describing an ensemble (a 
macro entity representing a group of sources). Further-
more, whereas ASW is a perceptual parameter, EW is a 
physical attribute. For illustrative purposes, examples of 
SW of the two individual sound sources are provided in 
Fig. 1, where they are signified as SW1 and SW2, respec-
tively. In comparison, EW represents the width of a set of 
audio sources, as depicted in Fig. 1. ASW is not shown in 
this figure as it constitutes an attribute in the perceptual 

Fig. 2  An example of an ensemble consisting of nine point-like sound sources represented by dots. Ensemble width is signified by ω, whereas φ 
represents location of an ensemble center (counterclockwise)
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domain. For clarity, see the definitions provided in 
Table 1.

To distinguish between ensemble width in the physical 
domain and that in the perceptual domain, we introduce 
the term “apparent ensemble width” (AEW), denoting an 
extent between the leftmost and rightmost sound sources 
in an ensemble as perceived by listeners (see Table  1). 
Given that under reverberant conditions, the perceived 
width of a single sound source tends to be greater than 
the  physical width [16, 17], it may be postulated that 
room reflections may also lead to an increase AEW com-
pared to EW. However, at this stage of our research, we 
limited the scope of the study to the estimation of the 
EW. The inclusion of reverberant conditions and the 
incorporation of listening test data representing AEW 
scores were left for future work.

1.2 � Research objectives and overview of developments
The aim of this study was to develop a method for esti-
mating EW in binaural music recordings based on the 
auditory model combined with the advanced regression 
algorithm. It was hypothesized that such an approach 
would lead to more accurate estimates than the deter-
ministic technique using so-called “spatiograms” recently 
proposed in the literature [15, 19]. The complementary 
goal of the work was to find out which binaural cues, as 
extracted from the auditory model, play the most signifi-
cant role in the estimation of EW.

The proposed technique was designed to estimate 
ensemble width in a “blind” way, making no assump-
tions about the number of music sources or their spec-
tral characteristics. Moreover, the method was intended 
to operate regardless of music genre and irrespective of 
a head-related transfer function (HRTF) inherent to a 
binaural audio synthesis or recording process. Given the 
context of the research introduced above, the method 
was developed to characterize spatial audio scenes at the 
mid-level of abstraction.

For practical reasons, in this work, the binaural 
excerpts were obtained in a simulated physical (anechoic) 
environment. Namely, the method has been developed 
using a repository of 23,040 binaural excerpts synthesized 
by convolving 192 multi-track music recordings with a 

“diversified” set of HRTFs. For this purpose, 30 groups of 
publicly available HRTFs were employed, measured using 
both human and artificial heads, and utilizing differ-
ent recording and post-processing techniques. The  rea-
son for employing a relatively large number of diverse 
HRTF sets was the above-mentioned goal of improving 
the robustness of the method to the changes in HRTFs 
since binaural localization methods are susceptible to 
variations in HRTF characteristics [20]. The synthesized 
binaural excerpts represented various spatial distribu-
tions of music audio sources along a frontal semicircle in 
the horizontal plane. Subsequently, a binaural auditory 
model was exploited to derive the standard binaural cues 
from the synthesized excerpts comprising interaural time 
differences (ITD), interaural level differences (ILD), and 
interaural cross-correlation (IACC) coefficients. Finally, 
a regression method based on gradient-boosted decision 
trees was employed to estimate music ensemble width 
values.

The developed method could be utilized for the 
search and retrieval of binaural recordings according 
to the width of ensembles. Additionally, the informa-
tion acquired by the developed method may enhance 
the performance of music genre recognition techniques. 
Furthermore, it is anticipated that such a method, which 
employs a classical auditory model, will serve as a base-
line method for benchmarking methods utilizing deep 
learning techniques or some simplified algorithms opti-
mized for real-time applications.

1.3 � Novelty and contributions of the study
In this work, we employed an auditory model originally 
developed by Søndergaard and Majdak [21], improved by 
May et al. [6], and later modified by Decorsière and May 
[22] within the Two Ears Project [23]. Additionally, we 
utilized a state-of-the-art machine learning technique, 
namely gradient-boosted decision tree regression based 
on LighGBM implementation introduced by Ke et  al. 
[24]. The novelty of this study lies in the combination of 
these two “building blocks” and their application to the 
task of EW estimation. The contributions of this work are 
as follows:

Table 1  The selected attributes describe complex spatial audio scenes

Attributes Domain Definition

Source width (SW) Physical Physical width of a sound source

Apparent source width (ASW) Perceptual Width of a sound source as perceived by listeners [13, 
16, 17]

Ensemble width (EW) Physical Physical extent between the leftmost and rightmost 
sound sources in an ensemble [4, 14]

Apparent ensemble width (AEW) Perceptual Extent between leftmost and rightmost sound sources 
in an ensemble as perceived by listeners
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(1)	 We introduce a new method for the estimation 
of ensemble width in binaural music recordings 
employing an auditory model and a gradient-
boosted decision trees regressor. The proposed 
method outperforms the technique utilizing “spa-
tiograms” that were recently introduced in the lit-
erature [14, 15, 19]. Moreover, the method gives 
satisfactory results independently of music content 
and regardless of HRTF used to synthesize the bin-
aural excerpts. In contrast to the binaural multi-
source localization methods described in the litera-
ture, typically constrained to analyzing up to 2 − 5 
concurrent sound sources [5–12, 25–28] and/or 
requiring metadata about the number [7–9, 11, 27] 
or characteristics of the  individual sound sources 
[5, 10, 12, 29], our method is capable of a “blind 
analysis” of binaural music recordings and is not 
restricted by the maximum number of simultane-
ously sound-emitting audio sources.

(2)	 We provide some insight into the importance of the 
selected binaural features derived from an auditory 
model. The results indicate that interaural level and 
time differences are the most significant factors, 
while interaural cross-correlation plays a secondary 
role.

(3)	 We discuss the importance of the selected factors 
affecting the performance of the method, which can 
guide further developments in this area. The results 
show that the performance of the model is rela-
tively uniform regardless of the horizontal position 
of an ensemble but tends to deteriorate for wider 
ensembles. Furthermore, the performance of the 
method appears to improve for ensembles consist-
ing of a large number of individual sound sources. 
However, in contrast to the binaural sound source 
localization techniques [30], the estimation error of 
the proposed method is independent of the spectral 
characteristics of the analyzed binaural excerpts.

The paper is organized as follows. The next section 
provides an overview of the related studies. Section  2 
outlines the methodology employed in this study. The 
results and their discussion are presented in Sects. 3 and 
4, respectively. The conclusions drawn from this work are 
given in the last section of the paper.

2 � Related studies
This section gives an overview of state-of-the-art meth-
ods for spatial analysis of binaural signals. Moreover, it 
discusses the importance of the binaural cues in the con-
text of this research. Finally, it describes existing methods 
for estimating ensemble width.

2.1 � Methods for localizing sound sources using binaural 
signals

Most of the studies undertaken in the area of spatial 
analysis of binaural signals have been devoted to the 
localization of individual sound sources, predominantly 
speakers (as opposed to music sources) [5–12, 20, 25, 27, 
29]. While the term “sound localization” is commonly 
used in the context of binaural spatial analysis, in fact, 
almost all the sound localization methods developed so 
far are limited to the estimation of sound source direc-
tion of arrival (DOA), ignoring the distance between 
the  listener and the source. The recent work of Krause 
et al. [26] as well as Zohourian and Martin [31] constitute 
the exception in this respect, as the researchers devel-
oped methods for speaker distance estimation. Follow-
ing the early work of Jeffress [32], who proposed a DOA 
model performing the correlation operation between 
binaural signals using a network of interconnected delay 
lines, the traditional DOA algorithms typically employed 
some form of correlation derivation, e.g., based on the 
inter-aural cross-correlation (IACC) function [11, 20, 29] 
or utilizing the generalized cross-correlation function 
with phase transform (GCC-PHAT) [27, 33, 34]. The lat-
ter approach proved to be more robust to reverberation. 
Interestingly, Jeffress’ early idea of modeling human hear-
ing using a neurophysiologically-inspired array of delay 
lines [32] has been recently exploited by Pan et al. [35] in 
their sound source localization method employing spik-
ing neural networks.

Conceptually, the DOA binaural methods developed 
so far could be divided into two categories, resembling 
either a black-box or a glass-box approach. This distinc-
tion is made on the basis of a degree of “transparency” of 
the mechanisms employed and the understanding of the 
rules adopted by the machine learning algorithms to per-
form a given task [36]. In the former case, “raw” binaural 
signals are applied directly to the inputs of a deep learn-
ing model, yielding an estimated DOA value at its output 
[37], a scenario referred to as an end-to-end approach. In 
the latter case, dual-stage processors are typically used, 
employing an auditory model at the front-end, followed 
by a machine learning algorithm at its back-end. The role 
of the auditory model is to extract such binaural cues 
as interaural level differences (ILD), interaural time dif-
ferences (ITD), and interaural cross-correlation (IACC) 
coefficients. Subsequently, machine learning algorithms 
are used at the back-end to estimate DOA. Examples 
of the employed machine learning techniques include 
Gaussian mixture models [5–9] and deep neural net-
works [10, 11, 29].

There is an increasing number of state-of-the-art 
DOA binaural methods that cannot be neatly classi-
fied using the above-mentioned categorization as they 
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follow a hybrid approach. For example, Yang and Zheng 
[27] recently developed a method using latent features 
automatically derived by an autoencoder (a black-box 
approach) augmented by hand-engineered features 
including inter-aural cross-correlation values (a glass-
box approach). Similar to the above approach, the other 
researchers also tend to use deep neural networks fed 
with a mixture of binaural audio signals represented by 
magnitude spectrograms [26, 27, 38–40], phase spectro-
grams [27, 38–40], as well as manually engineered fea-
tures such as cepstral coefficients [20, 28], binaural cues 
[26, 28, 29], cross-correlation coefficients [33], or Mel-
frequency spectral features [28]. To improve the perfor-
mance of the DOA binaural methods, the researchers 
utilize algorithms mimicking human “attention mecha-
nisms” [39], simulating head movements [9, 11], per-
forming source separation algorithms [41], or taking 
advantage of the HRTF individualization [33]. Further-
more, there is a growing body of research demonstrating 
that the accuracy of the DOA methods could be further 
improved by dividing the horizontal plane into smaller 
zones and undertaking the task of sound localization 
for each zone separately [26–28]. Moreover, the recent 
improvements can also be attributed to better ways of 
model training, employing multi-conditional training 
techniques [11], or including ecologically valid training 
scenarios [30]. Despite the above-mentioned advance-
ments, the state-of-the-art binaural analysis methods 
exhibit three major limitations, making them unsuitable 
for the task of music ensemble estimation constituting 
the focus of this study. They are outlined below.

(1)	 The state-of-the-art binaural analysis methods have 
been predominantly developed and optimized for 
the  analysis of speech signals (not music) [20, 27, 
39–41]. Consequently, they involve signal process-
ing techniques specific to speech, e.g., utilizing 
voice activity detectors [6, 9] or deriving funda-
mental frequency from spoken voice utterances [5]. 
While a few recent studies extended their scope 
beyond the  domain of speech signals by incorpo-
rating environmental sounds [26, 28, 33], they have 
not considered music audio signals.

(2)	 Most of the state-of-the-art binaural analysis meth-
ods are capable of localizing only a single source at a 
time [20, 29, 33, 37–41]. Some methods were devel-
oped for the simultaneous localization of speak-
ers in multi-talker complex binaural scenes [5–12, 
25–28]. However, their localization capabilities are 
limited to approximately three concurrent speakers, 
which is insufficient for analyzing music signals. 
Their localization performance significantly dete-
riorates when the number of active sound sources 

increases [27]. It is important to note that the num-
ber of concurrent music sources considered in this 
study ranged from 5 up to 62.

(3)	 The methods capable of localizing speakers in 
multi-talker scenarios rely on a priori knowledge 
about the number the concurrent sources to be 
localized and/or their characteristics [5, 7–12, 27, 
29]. Such knowledge is normally unavailable in the 
case of the real-life repositories of binaural music 
recordings.

Considering the above limitations, the existing state-
of-the-art binaural localization methods cannot be 
directly used as building blocks of higher-level scene 
analyzers of music recordings operating in a “blind” man-
ner. However, they could be either adapted or used as 
inspiration for the development of such methods. In fact, 
the method proposed in this paper has been inspired by 
the  localization algorithms exploiting a binaural audi-
tory model as a feature extractor (a glass-box approach), 
as proposed by such researchers as Dietz et al. [5], May 
et al. [6, 7, 9], Woodruff and Wang [8], Ma et al. [11, 29], 
as well as Ma and Brown [10]. The reason for adopting a 
glass-box approach is that such methods are particularly 
useful in explaining the importance of employed binaural 
cues. Since the topic of ensemble width estimation is rel-
atively new, an exploratory approach taken in this study 
is deemed to be justified. Moreover, the results obtained 
using such an approach could serve in the future as the 
baseline for developing more elaborate deep learning-
based techniques.

2.2 � Importance of binaural cues in DOA algorithms
It is widely accepted that the ILD and ITD cues provide 
sufficient information to localize sound sources in the 
horizontal plane [42]. Therefore, they were selected as 
predictors of EW in this study. However, this does not 
mean that the interaural cross-correlation (IACC) is 
unimportant for the localization of sources in the hori-
zontal plane. In real-life applications, under adverse 
acoustical conditions, ILD and ITD cues are often cor-
rupted by room reflections and background noise. There-
fore, to make the DOA algorithms more robust, ILD and 
ITD cues could be augmented by IACC features, provid-
ing auxiliary information about the degree of reliability 
of ILD and ITD cues. Under adverse acoustical condi-
tions, ILD and ITD cues reliably describe DOA only for 
those frequency bands and time-frames where IACC 
coefficients approach unity [43]. To further improve 
the robustness of the DOA models, onset detection is 
exploited to select “undistorted” binaural cues based on 
the precedence effect [5, 8]. In light of the aforemen-
tioned considerations, for completeness, in addition to 
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the ILD and ITD cues, the IACC feature was also incor-
porated into the EW estimation model. However, for the 
sake of simplicity, onset detection was not included in the 
current implementation of the model.

While for those DOA algorithms that are limited to the 
horizontal plane, ILD and ITD constitute the fundamen-
tal descriptors, whereas IACC cues provide only auxiliary 
information enhancing the  robustness of the methods 
[43], these authors hypothesized that the opposite would 
be true for an ensemble width estimator developed in 
this work. It was assumed by these authors that the wider 
the ensemble, the more uncorrelated the signals reach-
ing the listener’s ears, potentially resulting in a change in 
the IACC values. Moreover, the task of EW assessment 
resembles the procedure of ASW estimation, widely 
researched in the literature. There is strong evidence that 
ASW is primarily associated with interaural cross-corre-
lation (IACC) coefficient, and to a lesser extent with ILD, 
and ITD cues [13, 16–18]. Therefore, we postulated that a 
regression model estimating EW would also be predomi-
nantly “guided” by the IACC cues, and to a lesser extent 
by the ILD and ITD features. In retrospect, while IACC 
did not turn out to be the leading cue, it demonstrated a 
notable prominence, as evidenced by the obtained results 
(see Sect. 2).

Baumgartner et al. [44] as well as Barumerli et al. [45] 
developed the DOA models that are capable of localiz-
ing a single sound source not only along the horizontal 
plane but also within the sagittal plane. In addition to the 
ILD and ITD cues, these models rely heavily on spectral 
features, as they are deemed instrumental for the locali-
zation in the sagittal plane [46]. Since in our work we 
limited the estimation of EW to the horizontal plane, we 
considered spectral cues as unimportant and therefore 
they were not included in the feature extraction algo-
rithm. Our supposition that the model would be insensi-
tive to spectral features was validated through empirical 
evidence (see Sect. 4.3.5).

2.3 � Methods for estimating ensemble width
The method for EW estimation proposed in this paper is 
not the only one in the literature. In  their recent work, 

Arthi and Sreenivas [14, 15] proposed a technique for 
estimating “ensemble source width” based on the phase-
only spatial correlation (POSC) function. They also intro-
duced the notion of “spatiograms” being two-dimensional 
images representing POSC function values evolving in 
time. While they provided proof of the concept illustrat-
ing how POSC functions and spatiograms could be used 
for the estimation of EW for simple binaural record-
ings, their method has not been quantitatively validated 
using real-life binaural recordings. More importantly, 
in their work, Arthi and Sreenivas assumed the num-
ber of sound sources to be a known parameter [14]. This 
requirement prevents their method from being used in 
a “blind” way and restricts the scope of its practical appli-
cations. Recently, this restriction was removed in a modi-
fied version of their method proposed by Antoniuk and 
Zieliński [19], who demonstrated that the spatiograms-
based method could be used as a blind estimator of 
music ensembles in binaural recordings under simulated 
anechoic conditions. They also showed that the method 
employing spatiograms yields satisfactory results both 
under the HRTF-dependent and HRTF-independent 
conditions, indicating its promising generalization prop-
erty. Therefore, the last-mentioned method will serve as a 
baseline algorithm in this study.

3 � Methodology
The flowchart of the proposed method is presented in 
Fig.  3. The model comprises an auditory component in 
conjunction with a regressor. The function of the audi-
tory model is to extract the binaural cues from the binau-
ral input signals (left and right), whereas the objective of 
the regressor is to estimate the ensemble width. As pre-
viously stated in the Introduction, we employed an audi-
tory model developed by Søndergaard and Majdak [21], 
enhanced by May et al. [6], and refined by Decorsière and 
May [22], while a gradient-boosted decision trees algo-
rithm based on the LightGBM implementation proposed 
by Ke et al. [24] was utilized as the regressor. It is impor-
tant to reiterate that neither the auditory model nor the 
gradient-boosted decision tree algorithm were devel-
oped by these authors. The novelty of this work lies in the 

Fig. 3  A flowchart of the algorithm implemented in the study
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combination of a well-recognized auditory model with 
a state-of-the-art regression technique for the purpose of 
estimating EW. The initial part of this section delineates 
the methodology employed for the generation of the bin-
aural excerpts utilized in the development of the method. 
This is followed by a description of the auditory model 
and the regressor.

3.1 � Synthesis of binaural recordings of music
The binaural recordings used in this study were synthe-
sized under simulated anechoic conditions, using the 
procedure of the convolution of the monophonic sound 
signals with head-related transfer functions (HRTF) 
acquired in the anechoic chambers. To this end, 192 
multi-track studio recordings were acquired from the 
publicly available repository [47]. They exemplified a 
broad range of music genres such as classical music, 
opera, pop music, jazz, country, electronica, dance, rock, 
and heavy metal. The monophonic signals from each 
track represented individual sound sources. The number 
of tracks varied across the recordings (min. 5, max. 62, 
median 9). The monophonic signals from each track were 
loudness equalized to − 23 LUFS, according to ITU-R 
BS.1770 recommendation [48].

Similar to the method employed in our previous work 
[19], the location of each individual sound source i is 
defined using azimuth θi , within boundaries determined 
by ensemble location φ and width ω (see Fig. 2), so that

where i ∈ [1, N]; φ ∈ [− 45°, 45°]; and ω ∈ [0°, 90°]; while N 
represents the number of tracks for a given music record-
ing. Due to the above constraints, the ensembles were 
always located in the frontal semicircle. The ensembles 
were generated only in the horizontal plane (elevation 
equal to 0°).

In order to synthesize the binaural excerpts, the loud-
ness-equalized monaural signals were convolved with the 
head-related transfer functions (HRTF), according to the 
following equation:

where yc[n] represents an output binaural signal for an 
audio channel c (left or right) for a given music recording 
and sample n; xi[k] denotes a kth sample of an i th mono-
phonic signal (individual music sound source); hc,θi [n] is a 
head-related impulse response (HRIR) for an audio chan-
nel c and azimuth θi for an ith monophonic signal; and 
N is the number of tracks for a given music recording. 
The duration of the binaural excerpts was limited to 7 s. 

(1)θi ∈ φ −
ω

2
,φ +

ω

2
,

(2)yc[n] =

N
∑

i=1

K−1
∑

k=0

hc,θi [n− k] × xi[k],

Therefore, the upper summation limit K in Eq.  (2) was 
equal to 336 × 103 (sample rate × duration), as it repre-
sented the total number of samples within each binaural 
excerpt, given the sample rate of 48 kHz.

In this work, 30 publicly available HRTF sets were uti-
lized in the procedure of the synthesis of the binaural 
excerpts. The employment of a relatively large number 
of diverse HRTF sets served to enhance the robustness 
of the method in response to changes in HRTFs. Fur-
thermore, it enabled the rigorous testing of the generali-
zation property of the developed method. The selected 
HRTFs were measured in various anechoic chambers 
using diverse measurement procedures. The selection 
comprised 15 human HRTFs and 15 artificial ones. The 
artificial heads included Knowles Electronics Manikin 
for Acoustic Research (KEMAR) head and torso simula-
tor (GRAS 45BA, 45BB-4, DB-4004) [49–56], as well as 
Neumann (KU 100) [57–59], FABIAN [60], SAMRAI 
(Koken) [61], and ARI Printed Head [62]. The employed 
HRTFs were measured both in the near and far field, with 
the measurement radius ranging from 90 cm to 1.95 m. 
The average horizontal resolution of HRTFs spanned 
from 0.3° to 15°, with a median value of 2.5°. A detailed 
description of the selected HRTFs is provided in 3.1: 
Table 4.

To address the issue of the restricted spatial resolution 
of the selected HRTF sets, HRTFs were interpolated dur-
ing the synthesis process. To this end, we employed the 
bilinear interpolation algorithm, as proposed by Freeland 
et  al. [63], implemented in the “interpolateHRTF” func-
tion of the MATLAB Audio Toolbox [64]. This algorithm 
allows for the interpolation of HRTFs in two dimensions. 
In retrospect, given that the ensembles were arranged 
in the horizontal plane, a linear interpolation algo-
rithm could have been sufficient for the majority of the 
employed HRTF sets, with the exception of HRTF No. 1 
(see Table 4), which lacked measurements at an elevation 
of 0°.

For each multi-track recording and every HRTF, four 
binaural excerpts were synthesized, representing ensem-
bles whose locations φ and widths ω were drawn from a 
continuous random distribution, constrained by Eq.  (1). 
For each ensemble, the locations of individual sound 
sources θi were also randomly generated. This way, 
23,040 binaural excerpts were synthesized (192 multi-
track recordings × 30 HRTFs × 4 ensembles). Recall, that 
according to the constraints given by Eq. (1), all the syn-
thesized music ensembles were located within the frontal 
arc in the horizontal plane.

The convolved audio signals were trimmed to 7-s 
excerpts and had fade-in and fade-out effects applied 
using a 0.01-s sine-square window. Finally, root mean 
square (RMS) normalization, amplitude scaling by 0.9, 
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and DC equalization were applied to the resulting audio 
excerpts. They were stored in 23,040 uncompressed 
audio files at 48  kHz sample rate and with 32-bit reso-
lution. The procedure of the synthesis of the binaural 
excerpts described in this paper was undertaken using 
MATLAB. For reproducibility, the code written for this 
purpose was made publicly available at GitHub [65]. The 
excerpts were randomly auditioned by these authors to 
determine the correctness of their spatial characteristics, 
including perceived ensemble width, degree of externali-
zation, and level of sound quality. More information on 
the informal listening impressions is provided in Sect. 4.

3.2 � Feature extraction using an auditory model
Drawing inspiration from the DOA estimation methods 
mimicking human hearing mechanism in the initial part 
of their signal processing chain (a glass-box approach 
[5–11, 29]), an auditory model was employed in this 
study as a front-end. It consisted of a standard gamma-
tone filter bank [66] implemented by Søndergaard and 
Majdak [21]. In line with our previous work regard-
ing the analysis of binaural signals [67], its low cut-off 
frequency was set to 100  Hz. In the DOA estimation 
methods intended for speech applications, the number 
of gammatone filters is typically set to 32 [6, 7, 9, 11, 
29, 37, 41]. However, in our work, due to the process-
ing of audio recordings exhibiting broader spectra than 
those typically observed in speech signals, the number 
of gammatone filters was increased from 32 to 64. For 
the same reason, we extended the upper-frequency limit 
of the gammatone filter bank from the typical values of 
5−8 kHz [7, 8, 11] to 16 kHz. We verified that extending 
the high-frequency limit of the gammatone filter bank 
from 8 to 16 kHz reduced the mean absolute error of the 
proposed method by 0.1°. While this improvement could 
be considered very small, it was statistically significant 
at a p-level of 4.84 × 10−3. It is important to note that the 
decision to extend the upper frequency limit from 5–8 to 
16 kHz could be open to challenge on the grounds that 
human hearing is considered to be insensitive to binau-
ral cues above 8  kHz [68] (see Discussion). To simulate 
the loss of phase-locking in the auditory nerve at higher 
frequencies, the inner hair-cell envelopes of the band-
pass filtered signals were then extracted by applying half-
wave rectification followed by low-pass filtering using a 
second-order Butterworth filter with a cut-off frequency 
of 1 kHz [69]. Then, the “rate maps” were calculated from 
these envelopes. The rate maps constitute a graphical 
representation of auditory nerve firing rates [70]. Finally, 
the rate maps were used to estimate the standard binau-
ral features, comprising ILD, ITD, and IACC coefficients. 
In this study, the IACC coefficients were calculated 
as the maximum values of the normalized interaural 

cross-correlation function, restricted to the time lag of 
τ =  ± 1 ms, as originally proposed by Sato and Ando [16]. 
The algorithm employed to calculate the ITD cues was 
based on the technique proposed by May et al. [6], with 
the refined precision due to the parabolic interpolation 
method used.

While some authors argue that the human-hearing sys-
tem undertakes a continuous analysis of binaural signals, 
without dividing the signals into smaller time-frames 
[30], in this work a  conventional approach was taken 
whereby the feature extraction procedure was under-
taken using a sliding time window. In line with the studies 
described in [7, 8, 10, 11, 29, 41], the window length was 
set to 20 ms with a 10-ms overlap. The binaural features 
(ILD, ITD, IACC) were extracted separately for each 
time window and then aggregated by calculating their 
mean and standard deviation statistics. This resulted in 
the extraction of 384 feature vectors (64 frequency chan-
nels × 3 types of cues × 2 statistics). The feature extraction 
procedure was undertaken using the MATLAB imple-
mentation of the Two Ears project’s auditory model [23]. 
For reproducibility, the code employed to extract the fea-
tures has been made publicly available on GitHub [65].

3.3 � Gradient‑boosted decision tree regression algorithm
There are several suitable candidate methods for use 
as regression algorithms in this work. A classical linear 
regression algorithm was ruled out due to a strong multi-
collinearity effect in the data obtained from the auditory 
model. The overlapping characteristics of the filters in the 
gammatone filter bank used in the auditory model result 
in highly correlated binaural cues. Inspection of the data 
revealed that out of 384 feature vectors extracted from 
the auditory model, 105 vectors exhibited strong mutual 
association with a variance inflation factor (VIF) exceed-
ing 100. Other regression techniques were considered, 
including ridge regression and lasso technique, which 
are said to be resilient to the multicollinearity effect [71]. 
However, a gradient-boosted decision tree algorithm was 
selected for this work due to its resilience to the multi-
collinearity problem, accuracy, and computational effi-
ciency. Gradient-boosted decision tree algorithms are 
regarded as highly efficient, accurate, and interpretable 
machine learning methods [72]. They exhibit outstand-
ing performance in regression, classification, and ranking 
tasks [73]. Moreover, they are suitable for handling rela-
tively big datasets [74], with some evidence of providing 
even more reliable results than logistic regression [75].

Several popular implementations of gradient-boosted 
decision tree algorithms are currently available to 
researchers, including a highly acclaimed XGBoost 
technique [76], pGBRT [77], scikit-learn [78], gbm in R 
[79], and LightGBM [24]. In our work, there were many 
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experimental repetitions, requiring a fast and accurate 
regression technique. Therefore, we decided to use a 
LightGBM implementation of a gradient-boosted deci-
sion tree algorithm as it is renowned for its computa-
tional efficiency and accuracy [24]. Moreover, it has two 
distinct features that differentiate it from the other imple-
mentations. Namely, instead of growing trees depth-wise 
(Fig. 4a), it grows trees leaf-wise (Fig. 4b). Furthermore, 
it employs a histogram-based algorithm to find approxi-
mate split points, exhibiting faster performance com-
pared to the standard techniques [80].

In our study, we performed the  regression computa-
tions using a graphical processing unit (NVIDIA RTX 
2080). We employed the LightGBM software library 
developed by Zhang et al. [80]. The next section provides 
the details regarding the hyperparameter tuning, the 
training procedure, and the evaluation of the employed 
regression method.

3.4 � Model training and evaluation
The aim of the training and evaluation procedures was 
to optimize the regression model and assess its perfor-
mance. The procedure of model training and evaluation 
was undertaken seven times, with different data splits 
(see below), in order to evaluate the degree of the repeat-
ability of the results. The selected number of experimen-
tal runs represented a reasonable trade-off between the 
computational load of repeating the experiments and the 
statistical significance of the obtained results. To char-
acterize the generalizability property of the method, the 
training and evaluation tasks were undertaken using the 
data sets with unique music recordings.

The training and evaluation procedures consisted 
of the following steps. Namely, 192 music recordings 
were randomly split into two sets in proportion 128/64 

(corresponding to a 2:1 split) seven times, which formed 
seven pairs of development and test sets. The develop-
ment sets were then used to fine-tune the hyperparam-
eters during the development procedure, while the test 
sets were employed to assess the models’ performance. 
For clarity, the data splits between the development and 
test sets are outlined in Table 2.

The features (binaural cues) extracted by the auditory 
model were fed to the input of the gradient-boosted deci-
sion tree algorithm. They were treated as independent 
variables in the regression model. The feature vectors 
were paired with the associated ensemble width values 
(ranging from 0° to 90°) which were earlier applied in the 
process of the generation of the binaural excerpts. These 
ensemble width values were regarded as ground-truth 
data (the dependent variable in the regression model). All 
the data were represented as floating-point numbers.

To reduce the risk of overfitting the data, the tree prun-
ing technique was used. For this purpose, parameters 
such as the maximum number of leaves in a tree and the 
maximum depth for a tree were adjusted in the stand-
ard tenfold cross-validation procedure applied to the 
validation set (the exact values are given below). During 
the cross-validation process, the development data were 
further divided into the training and validation data sets. 
Note that for each fold, the training and validation sets 

Fig. 4  Comparison of decision tree growth techniques: a level-wise growth, b leaf-wise growth [24]. White circles represent leaves, whereas grey 
circles signify nodes

Table 2  Development and test data splits in the repository of 
binaural audio excerpts

Dataset type No. of music 
recordings

No. of 
HRTF 
sets

No. of ensemble 
variants (widths 
and rotations)

No. of 
binaural 
excerpts

Development 128 30 4 15,360

Testing 64 30 4 7,680
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were mutually exclusive with respect to musical record-
ings (the trained models were validated on “unseen” 
recordings). Such diversification of data during the train-
ing procedure reduces the risk of “information leakage” 
between the training and validation sets. Finally, once the 
model was trained, its performance was evaluated on the 
test data, which was not used in the training procedure. 
While the training, validation, and test sets were unique 
in terms of the music recordings, they still shared some 
information since the same HRTF sets were used to syn-
thesize the binaural excerpts, potentially leading to an 
overfitting effect. To investigate this effect in more detail, 
a separate experiment was conducted in which all the 
data sets were unique in terms of both the music record-
ings and the HRTF sets. The outcome of this experiment 
proved that the method is generalizable with respect to 
music recordings and HRTF (Sect. 4.4).

During the fine-tuning procedure, the hyperparameters 
of the gradient-boosted decision tree model were opti-
mized using a grid search algorithm on the development 
set. The search space was defined as follows: the  maxi-
mum number of leaves in one tree n ∈ [500, 1000, 1500] , 
the maximum depth for a tree model d ∈ [3, 6, 9] , and 
the learning rate l ∈ [0.001, 0.01, 0.2] . This search space 
was chosen after many empirical trials to ensure that the 
sought hyperparameter values of the best model do not 
exceed the search space boundary. The remaining hyper-
parameters of the  selected regression model were fixed. 
Namely, the maximum number of bins that the feature 
values were bucketed to was equal to 31, and the number 
of estimators was set to 500 (see [81] for the description 
of the hyperparameters of the gradient-boosted decision 
tree regression method).

In order to evaluate the performance of the model, the 
mean absolute error (MAE) was selected as the primary 
metric. The MAE is a widely used metric for appraising 
the performance of DOA algorithms [12, 27, 33, 35, 40]. 
The calculations were performed as follows:

where ωi represents the actual ensemble width, ω′

i
 

denotes the predicted ensemble width, and M is the 
number of observations. Moreover, the strength of the 
association between the predicted and actual EW val-
ues was evaluated using Pearson’s correlation coefficient, 
according to the following formula:
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where ω and ω′  denote the mean values for the actual and 
predicted ensemble width, respectively. Furthermore, in 
some analyses we also assessed the goodness of fit of the 
developed model using the coefficient of determination, 
defined as

To estimate the degree of potential bias of the method 
(an offset between the predicted and the actual EW val-
ues), we calculated the mean signed difference (MSD) 
score using the following equation:

We must reiterate that the experiments were run seven 
times, with different data splits in each repetition (main-
taining the same proportions between the development 
and testing sets as given in Table 2), giving rise to slightly 
different results in each experimental run. Therefore, the 
outcomes of the experiments obtained for all the above-
mentioned metrics were summarized using their mean 
values and standard deviations calculated across all seven 
experimental runs.

For the purpose of hyperparameter tuning, a single 
metric, namely MAE, was utilized. For each hyperparam-
eter combination, k = 10 evaluations were performed 
using a standard k-fold cross-validation technique. 
The tuning procedure described above consisted of 
(3× 3× 3)× 10 iterations, yielding 270 iterations in 
total. It was used to find the best combination of hyper-
parameters for each of the seven experimental repeti-
tions. The best values of the searched hyperparameters, 
as identified using this procedure, are presented in 3.4: 
Table 5.

Finally, for each of the seven experimental repetitions, 
the best models were tested on the test sets. Recall that 
the test sets were unique in terms of music recordings 
compared to the development sets employed for the 
training and optimization procedures. Thanks to the 
experimental repetitions, it was possible to measure the 
repeatability degree of the experiment, by estimating the 
mean values and standard deviation of the selected met-
rics, as explained above. The results of the experiments 
are described in the next section.

4 � Results
At the beginning of this section, the overall performance 
of the method is characterized. Then, the follow-up 
analyses are presented, revealing the importance of the 
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binaural cues in the task of ensemble width estimation, 
and showing the influence of the selected experimen-
tal factors on the performance of the model. Finally, the 
results of the generalizability tests are provided at the 
end of the section. Unless otherwise stated, the presented 
results are averaged across randomly selected ensemble 
widths constrained by ω ∈ [0°, 90°], and randomly chosen 
ensemble locations within the limits of φ ∈ [− 45°, 45°] 
(see Sect. 3.1). Moreover, the results were averaged across 
seven experimental runs with different splits between the 
development and test sets as described above in detail in 
Sect. 3.4.

4.1 � Overall model performance
According to the obtained prediction results using the 
test set, the MAE of the developed regression models 
is equal to 6.63° (SD 0.12°). The correlation coefficient 
between the actual and predicted ensemble width val-
ues equals 0.94 (SD 0.003), whereas the coefficient of the 
determination R2 of the regression model amounts to 
0.88 (SD 0.01). Hence, the obtained averaged results can 
be regarded as satisfactory. Moreover, the observed rela-
tively small values of standard deviations indicate a high 
degree of experimental repeatability.

It is worth reiterating that the experiment was con-
ducted seven times, yielding seven models that exhibited 
slight discrepancies in their respective results. The results 
obtained using the best-performing model are illus-
trated in Fig.  5. The figure shows a scatter graph of the 

actual and predicted ensemble width values. Note that 
the prediction results presented on the scatterplot were 
obtained using the test data, not the train data. It can 
be seen that the predicted ensemble width values match 
the actual ones well, as most of the data are scattered 
along the diagonal reference line (y = x). Three additional 
observations can be made from Fig.  5. First, the model 
performance is the best for the narrow ensembles, as the 
scatter of the data tends to diminish closer to the coor-
dinates’ origin. Second, the residuals are cone-shaped, 
which implies that heteroskedasticity occurs. Third, the 
model tends to underestimate the predicted values for 
wide ensembles (ω > 70°).

To explore the above-mentioned heteroskedasticity 
effect in more detail, the relationship between the actual 
ensemble width and the model performance was ana-
lyzed using a graph presented in Fig. 6. The plot shows the 
MAE values as a function of the actual ensemble width 
ω. The results were computed using the data taken from 
the scatter graph discussed above (Fig.  5), by applying 
a  moving window technique (window length was equal 
to 0.5°). It can be seen that the model performs relatively 
well for narrow ensembles (ω < 40°), yielding MAE being 
less than 8°. However, for very wide ensembles (ω > 80°), 
the performance of the model considerably deteriorates. 
Beyond this threshold, the MAE rapidly increases, reach-
ing up to 14.30° at ω = 90°. It can be concluded that, to 
a first approximation, the wider the ensemble, the worse 
the performance of the model. However, it  can be seen 

Fig. 5  A scatterplot of the actual vs. predicted ensemble width values obtained using the best-performing model
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that the relationship between MAE and the ensemble 
width is not monotonic, as a valley occurs for the ensem-
ble width values between 60° and  80°. The exact reason 
for this phenomenon is at present difficult to identify and 
would require  further experimentation. A possible rea-
son could be linked to the characteristics of the binaural 
cues. The developed model relies heavily on interaural 
level differences (see Sect.  4.3.2), which also exhibit a 

non-monotonic relationship with respect to DOA, with a 
maximum value reported for approximately 45° [5].

Figure  7 depicts the mean signed difference (MSD) 
between the actual and predicted EW values as a func-
tion of the actual ensemble width. It is evident that for the 
narrow ensembles (ω < 30°), the model overestimates the 
EW values by approximately 2°. This effect is even more 
pronounced for the mid-sized ensembles (40° < ω < 50°), 

Fig. 6  Relationship between the mean absolute error and the actual ensemble width

Fig. 7  Relationship between the mean signed difference and the actual ensemble width
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with an overestimation level of approximately 6°. Con-
versely, for wide ensembles (ω > 70°), the model exhibits 
an underestimation of the results. For an actual ensemble 
width equal to the maximum value of 90°, the degree of 
underestimation reaches as much as 14°.

To investigate the potential cause of the overestima-
tion effect, we analyzed how the values of the binaural 
cues change with respect to EW (the graphs are omitted 
in the paper due to space constraints). Our findings indi-
cate that most of the cues exhibit pronounced changes 
for narrow ensembles. However, for wide ensembles, the 
rate of change decreases, suggesting that they provide the 
regressor with reduced information about the EW values. 
Consequently, the predictions of EW are prone to errors.

4.2 � Comparison with the state‑of‑the‑art method
The performance of the regression method described 
in this paper was compared to that of the deterministic 
algorithm employing spatiograms, recently proposed by 
Arthi and Sreenivas [14, 15]. To this end, a publicly avail-
able implementation of the improved version of the spati-
ogram-based method was used [19] (see Sect. 2.3 for the 
details regarding the introduced improvements). For con-
sistency of the comparison, it was trained and tested 
according to the methodology described in this paper, 
using the development and test sets employed in this 
study, with frontally-located ensembles in the horizon-
tal plane (Sect. 3). According to the obtained results, the 
spatiogram-based technique yielded an MAE amounting 
to 16.46° (SD 0.69°), compared to an error of 6.63° (SD 
0.12°) exhibited by the method introduced in this paper. 

Hence, the technique proposed in this study proved to be 
7.83° better in terms of an MAE. The improvement was 
statistically significant at p = 9 × 10−9 level.

While the above comparison outcome clearly proves 
the superiority of the method developed in this study rel-
ative to the spatiogram-based technique, it is difficult to 
compare fairly the two methods in terms of the computa-
tional load as neither was optimized in this respect. They 
also employed external software libraries which have not 
been computationally optimized. The task of the  com-
putational optimization of the two methods was left for 
future work.

4.3 � Influence of the selected experimental factors 
on the model performance

4.3.1 � Model sensitivity to ensemble location
In our study, we also investigated how the ensemble loca-
tion affects the performance of the method. Recall, that 
the ensemble location is defined as an angle φ between 
the listener’s front-facing direction and the direction of 
the center of an ensemble (see Fig. 2). According to the 
obtained results, shown in Fig. 8, the performance of the 
regression model is relatively uniform across the ensem-
ble locations. However, it exemplifies substantial vari-
ations in the prediction error caused by the changes in 
ensemble width.

The model exhibits the local maxima in the prediction 
error with the average error ranging up to 15.7° and the 
maximum error reaching 46.36°, for the ensembles being 
approximately 30°−60° wide, located centrally or slightly 
off-center (|φ|< 30°). This effect is represented by the 

Fig. 8  Influence of ensemble location and ensemble width on the mean absolute error. The ellipse-shaped figure indicates the region of the local 
maxima in the prediction error
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ellipse-shaped “green island” in the middle of the graph in 
Fig. 8. The exact reason for this phenomenon is currently 
unknown and requires further scrutiny. Surprisingly, 
the performance of the method tends to improve for the 
ensembles located sideways, close to the boundaries of 
the investigated range of locations (φ = ± 45°). For nar-
row ensembles (ω < 15°), the performance of the method 
is relatively consistent, yielding a small prediction error 
with MAE being less than 9.2°. On the other hand, for 
very wide ensembles (ω > 80°), the prediction error is 
high, extending up to 25.2°. This substantial increase in 
the error is caused by the  underestimation effect illus-
trated earlier in Fig. 5. Overall, the method proves to be 
relatively robust to the changes in ensemble location.

4.3.2 � Importance of the binaural cues
Figure 9 illustrates the performance of the 21 regression 
models. Each model was trained using either an indi-
vidual type of binaural cues (e.g., IACC) or their combi-
nations (e.g., ITD + IACC). Moreover, the models were 
trained employing only the mean values of the binaural 
cues calculated across the time-frames (signified by blue 
bars in Fig. 9), exploiting solely their standard deviations 
(red bars), or utilizing the combination of the above-
mentioned statistics (green bars). The vertical axis in 
the figure represents the average values of the prediction 
MAE with associated standard deviation values, esti-
mated using seven experimental runs.

Considering the results obtained for the models trained 
using the mean values of the features (indicated in blue 
color in Fig.  9), the model based solely on interaural 
cross-correlation (IACC) coefficients exhibited relatively 

good performance, yielding MAE equal to 8.57°. By con-
trast, the models exploiting either interaural time differ-
ences (ITD) or interaural level differences (ILD) showed 
markedly worse performance, with the MAE values being 
equal to 12.27° and 11.95°, respectively. Similarly, the 
model employing the combination of interaural level and 
time differences (ILD + ITD) performed rather poorly, 
giving an MAE of 10.65°. However, when the interau-
ral level or time difference cues were used in combina-
tion with the interaural cross-correlation coefficients 
(ITD + IACC, ILD + IACC, or ILD + ITD + IACC), the 
performance of the models markedly improved, with the 
MAE values ranging from 7.50° to 8.21°. The above out-
comes suggest that the mean values of the interaural time 
and level differences, used in isolation from interaural 
cross-correlation, are unsuitable for the task of ensem-
ble width prediction. Surprisingly, the models based 
solely on the standard deviations of the binaural cues 
show consistently acceptable performance regardless of 
whether the cues are used in isolation (e.g., IACC) or in 
combination with each other (e.g., ITD + IACC), with an 
MAE varying from approximately 7° to 8° (see red bars in 
Fig. 9). Moreover, the results could be further improved 
if the models are trained using the combination of both 
statistics: mean values and standard deviations (indicated 
in green in Fig. 9).

Overall, the best prediction result was obtained for the 
combination of all the binaural cues (ILD + ITD + IACC) 
using both their mean values and standard deviations, 
with an MAE of 6.63°. Interestingly, the prediction results 
obtained using a simpler model, utilizing only interau-
ral level and time differences (ILD + ITD), were only 

Fig. 9  Influence of binaural cues on the model performance. Error bars denote standard deviations
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marginally worse, with an average MAE being equal to 
6.69° (a difference of approximately 0.06°). Importantly, 
this difference was statistically not significant (p = 0.09). 
Nevertheless, due to its best outcome seen in Fig. 9, the 
most complex model, utilizing all three groups of the 
binaural features (ILD + ITD + IACC) and both types 
of statistics, has been used in the experiments reported 
throughout this paper.

4.3.3 � Influence of the ensemble width on binaural cues
The surprisingly good performance of the models based 
on the standard deviations of the binaural cues com-
bined with the poor performance of some of the models 
employing their mean values, observed in the previously 
discussed Fig.  9, prompted these authors to undertake 
a follow-up analysis of the influence of the ensemble 
width on the values of the binaural cues. To this end, new 
binaural excerpts have been generated with ensembles 
located centrally in front of a listener (φ = 0°), their widths 
ω varied between 0° and 90°, and with individual sound 
sources symmetrically distributed between left and right 
sides of a listener. The ensembles were still “asymmet-
ric” regarding musical instruments. In other words, each 
sound source was unique (there were no left–right music 
source duplicates as this would give rise to a phantom 
mono effect). The reason for generating new excerpts 
instead of relying on the existing ones was the need to 
examine the effects of the changes in the binaural cues 
for spatially symmetric ensembles located in front of the 
listener. Recall that the existing repository of the binaural 
excerpts has been generated using randomized positions 
of the ensembles and random (asymmetric) distribution 
of sound sources within each ensemble.

Figure 10 illustrates how the changes in the ensemble 
width affect the mean values and standard deviations of 
the binaural cues (ILD, ITD, and IACC). For this exam-
ple, a “rock music” excerpt has been utilized compris-
ing nine individual music sound sources. The figure is 
divided into four rows, each one depicting the results 
obtained for the ensemble width ω being equal to 0°, 30°, 
60°, and 90°, respectively. In the case of an infinitely nar-
row ensemble (ω = 0°), illustrated in the top-most row 
of the figure (all sources located centrally in front of the 
listener), the mean values of both ILD and ITD equal 
zero, while the mean values of IACC coefficients amount 
to unity. The  above outcome is in accordance with the 
expectations, as both binaural signals reaching left 
and right ears are the  same. However, as the width ω is 
increased, the changes in the mean values of the binaural 
cues are more prominent. In line with the duplex theory 
[82], the changes in the mean values of the ILD cues are 
the most noticeable at high frequencies whereas the vari-
ations in the ITD cues are the most pronounced at low 

frequencies. Interestingly, for all three types of cues (ILD, 
ITD, and IACC), the standard deviations tend to increase 
with the broadening of the ensemble.

The examination of similar graphs obtained for the 
other binaural excerpts revealed that the results are spe-
cific to music recordings. Interestingly, for the excerpts 
containing a relatively large number of music sources, 
the results tend to be similar to those observed for the 
ensemble of decorrelated noise sound sources, illustrated 
in Fig.  11. In contrast to the outcomes depicted earlier 
for the rock music recording, for the ensemble of uncor-
related noise sources, the mean values of ILD and ITD 
approach zero, irrespective of the ensemble width ω. 
However, their standard deviations still constitute relia-
ble indicators of the ensemble width, as their values tend 
to increase with the  broadening of the ensemble. These 
observations constitute the explanation of the effects dis-
cussed in the previous section, regarding the poor per-
formance of the models employing the mean values of 
the ILD and ITD cues and the satisfactory performance 
of the models utilizing their standard deviations. More 
graphs representing the influence of ensemble width on 
the values of the binaural cues (omitted in the paper due 
to space limitations) can be accessed on GitHub [65]. In 
the above repository, we also provided “animated” graphs 
illustrating the temporal changes of binaural cues as a 
function of the ensemble width.

4.3.4 � Influence of the number of sources
In this work, we also investigated the potential effect of 
the number of sources within an ensemble on the perfor-
mance of the regression model. Figure 12 illustrates the 
relationship between the prediction error (MAE) and 
the number of sources within ensembles. It can be seen 
that the prediction error tends to be “inversely” propor-
tional to the number of sources within an ensemble. For 
example, for an excerpt entitled “A Place for Us” (indie 
pop/rock recording), consisting of 26 individual sound 
sources, the  model exhibited a relatively small value of 
an MAE being equal to 5.0°. By contrast, for an excerpt 
titled “Nostalgic” (pop/electronica), the value of an MAE 
reached up to 12.2°. In the latter case, the ensemble con-
sisted of only seven sources. The red curve in Fig. 12 rep-
resents a nonlinear regression fit using an exponential 
model, with the coefficient of determination beginning 
equal to R2 = 0.158.

It should be emphasized that, in contrast to binau-
ral localization techniques, our method is not restricted 
to an assumed maximum number of audio sources. 
For example, it can be seen in Fig.  12 that even for the 
excerpt consisting of 65 sources, titled “Donizetti” 
(opera), the prediction error was rather small, with an 
MAE being equal to 6.3°. As mentioned earlier, most 



Page 17 of 26Antoniuk et al. EURASIP Journal on Audio, Speech, and Music Processing         (2024) 2024:53 	

of the existing DOA methods are limited to the analy-
sis of a maximum of approximately three concurrently 
sound-emitting sources [5–12, 25–28]. As illustrated in 
Fig. 12, the outcomes are in line with expectations. When 
ensembles comprise a substantial number of individual 
sources, they tend to form more consistent macro enti-
ties, which results in a relatively low mean absolute error 
(MAE) compared to ensembles with a limited number 

of sources. Note that ensembles with a larger number of 
sources exhibit less variation in the MAE values.

4.3.5 � Influence of the spectral features
Drawing inspiration from the study of Francl et  al. 
[30], who discovered that the performance of their 
DOA model depended on the spectral characteristics 
of the binaural recordings, a separate experiment was 

Fig. 10  Influence of ensemble width on binaural cues for a “rock music” excerpt with N = 9 music sound sources
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undertaken during which the influence of the spectral 
features on the accuracy of the method developed in this 
study was investigated. In our work, the following stand-
ard spectral features were considered: centroid, spread, 
brightness, high-frequency content, crest, decrease, 
entropy, flatness, irregularity, kurtosis, skewness, roll-off, 
flux, and variation. The mathematical definitions of these 
features are provided in [83]. They were calculated using 

the MATLAB toolbox developed within the Two Ears 
project [23]. For these calculations, a Hann window of 
0.02 s with an overlap of 50% was used. For every feature, 
the mean value and standard deviation were estimated 
across the frames.

According to the obtained results, the skewness feature 
had the highest correlation with the MAE values. The 
spectral skewness is a measure of the degree of symmetry 

Fig. 11  Influence of ensemble width on binaural cues for N = 5 uncorrelated noise sources
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of the spectrum around the spectral centroid, with zero 
skewness indicating perfect symmetry. Nevertheless, 
the observed value of Pearson’s correlation coefficient 
was relatively small, amounting to r = 0.044 (SD 0.016). 
For comparison, the correlation coefficient obtained 
for spectral flux and spectral kurtosis was even smaller, 

amounting to 0.042 and 0.039, respectively. These out-
comes suggest that the evaluated spectral features 
exerted a negligibly small influence on the predictive 
accuracy of the model.

Figure  13 shows the relationship between an error of 
the method and the above-mentioned spectral skewness 

Fig. 12  Influence of the number of individual sound sources within ensembles on the model performance. The red curve represents a nonlinear 
regression fit using an exponential model (R2 = 0.158)

Fig. 13  Relationship between the spectral skewness of the music excerpts and the ensemble width estimation error (MAE). The red line represents 
a linear regression fit (R2 = 0.102)
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feature. The red line represents a linear regression fit with 
the coefficient of determination being equal to R2 = 0.102. 
The recording marked as “nostalgic” was considered as 
an outliner and, hence, it was excluded from the regres-
sion analysis. It can be observed that music recordings 
with a higher degree of spectral symmetry (smaller skew-
ness values) tend to slightly reduce the prediction error. 
Nevertheless, the figure visually confirms that the spec-
tral skewness had a very small effect on the prediction 
error. Hence, it can be concluded that in contrast to the 
study of Francl et al. [30], the performance of the method 
proposed in this paper does not depend on the spectral 
characteristics of the music recordings.

4.4 � Generalizability tests
Recall that the datasets used for the development and 
testing procedures contained different music recordings. 
Hence, all the results presented above were obtained 
under the “music-independent” condition and, therefore, 
they already give some insight into the degree of general-
izability of the developed method. However, the training 
and the testing procedures were carried out in an “HRTF-
dependent” way since the same 30 HRTF datasets were 
used to synthesize the binaural excerpts applied both for 
development and for testing. The potential risk of over-
training the machine learning models using HRTF-con-
volved sound recordings, limiting their generalization 
properties, was recently highlighted by Wang et al. [20]. 
Therefore, to estimate the generalizability of the devel-
oped method more rigorously, additional two experi-
ments were performed. They were undertaken not only 

under the music-independent but also under the HRTF-
independent scenario, referred to as the “mismatched 
HRTF condition” by Wang et al. [20].

In the first experiment, the model was trained using 
a subset of the development dataset, limited to N ran-
domly selected HRTFs (out of 30 HRTFs used in this 
study). Then, the trained model was tested on the test 
set reduced to the excerpts synthesized with the HRTFs 
“unseen” during the training procedure. This procedure 
was repeated 9 times for N = [1, 2, 3, 5, 7, 10, 15, 20, 25] , 
with the results presented in Fig.  14. It shows that the 
more HRTFs are used during the training, the better the 
model generalizes to the unseen HRTFs. Moreover, it can 
be seen that as few as N = 5 different HRTFs are sufficient 
to reduce the MAE below 10°.

In the second experiment, another approach was taken 
to investigate the generalizability property of the method. 
First, the model was trained on the subset of the excerpts 
from the development set, synthesized using the HRTFs 
derived from the “artificial” heads. Subsequently, it  was 
tested on the subset of the test set, with the excerpts gen-
erated employing solely the “human” HRTFs. In the sec-
ond part of the experiment, the procedure was reversed. 
First, the model was trained on the excerpts obtained 
using “human” HRTFs, and then it was tested on the 
recordings synthesized with the “artificial” HRTFs. The 
obtained results are summarized in Table 3. It can be seen 
that for the regression model trained on the excerpts gen-
erated using the “artificial” HRTFs and then tested on the 
recordings obtained with the “human” HRTFs, the MAE 
was equal to 7.84°. When the procedure was reversed, the 

Fig. 14  MAE values obtained under the HRTF-independent test as a function of the total number of HRTFs used for training. Error bars denote 
standard deviations
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error increased to 9.43°. This difference was statistically 
significant at p = 8.64 × 10−8 level, according to the t-test. 
This outcome can be explained by the observation that 
artificial heads can be thought of as “averaged” versions of 
human heads in terms of their dimensions and are there-
fore more representative. Hence,  they are better suited 
for training models than highly differentiated human 
heads. Artificial heads also tend to have better-quality 
microphones, placed in “optimal” locations. Further-
more, HRTFs obtained using human heads may exhibit 
inferior technical quality relative to those acquired with 
artificial heads. The involvement of humans in such 
recordings presents a number of challenges, including 
the immobilization of their heads during the measure-
ment procedure, the fitting of microphones in ear canals, 
and the reduction of sound exposure levels and durations 
(thereby reducing the signal-to-noise ratio).

To summarize, according to the experiments described 
in this section, the developed method proved to be general-
izable concerning the types of HRTFs applied for training. 
Using artificial HRTFs for training, instead of human ones, 
may yield slightly better generalization results. A minimum 
of five different HRTF datasets are required for the training 
procedure to achieve a reasonable level of generalizability 
of the method, with MAE being less than 10°.

5 � Discussion
In contrast to the state-of-the-art DOA binaural analysis 
algorithms [5, 7–12, 27, 29], the developed method does 
not require any a priori knowledge about the number or 
characteristics of sound sources in analyzed recordings. 
Moreover, unlike the DOA methods, the performance of 
the technique proposed in this paper tends to improve 
with the increased number of audio sources. Hence, 
the method is capable of the “blind” analysis of the bin-
aural audio signals. However, since it has been developed 
under simulated anechoic conditions, using HRTF-con-
volved binaural excerpts, it cannot be reliably applied to 
analyze “reverberant” music recordings, such as those 
available on the Internet, which constitutes a significant 
limitation of the method. Reverberant conditions will be 
considered in future developments, extending beyond 
the scope of this study.

The binaural music excerpts employed in this study 
were randomly auditioned by these authors. The 

subjectively experienced level of externalization was 
rather modest, with some ensembles perceived almost 
“in the head.” This effect can be attributed to the anechoic 
nature of the auditioned recordings, as reverberations 
play a key role in the externalization of the binaurally 
reproduced sound sources [84]. Interestingly, for some 
of the auditioned excerpts, the perceived ensemble 
width appeared to be wider than intended during their 
synthesis (convolution) procedure. This effect could be 
explained by the study of Pulkki et al. [85], who observed 
that even with a loudspeaker-based reproduction system, 
the ensemble width is perceived as slightly wider than 
physically reproduced. Nevertheless, the above observa-
tion highlights another limitation of the study. Namely, 
the developed method predicts the mathematically 
“intended” rather than subjectively “perceived” ensemble 
width of binaural music recordings. While this observa-
tion does not invalidate the study, formal listening tests 
are planned in the future to gather more data regarding 
the above hypothetical disparity.

The rationale for employing the auditory model as a 
feature extractor in the proposed method was to emulate 
the human hearing mechanism. Nevertheless, the deci-
sion to extend the upper limit of the auditory model from 
a typical value of 5–8  kHz [7, 8, 11] to 16  kHz exceeds 
the human capacity to process binaural cues [68], thereby 
introducing inconsistency to the applied methodology. 
While Baumgartner et  al. [44] and Barumerli et  al. [45] 
have also extended the upper frequency of the gamma-
tone filter bank, even up to 18  kHz, they did so for the 
purpose of extracting “monaural” spectral cues from the 
filter bank output signals. This allows for the acquisition 
of crucial information regarding the  positions of sound 
sources in the sagittal plane. For instance, elevated sound 
sources often result in a discernible frequency notch in 
the range of 6–9  kHz, as compared to the magnitude 
spectra below 6 kHz and above 9 kHz [46]. Given that our 
study was constrained to the horizontal plane, extend-
ing the frequency beyond 8 kHz does not align with the 
human hearing perspective.

At the outset of this study, we assumed that the wider 
the ensemble, the more uncorrelated the signals reach-
ing the listener’s ears, resulting in a change in the IACC 
coefficient values. Hence, we anticipated that IACC 
would serve as a primary indicator in the estimation of 
EW. However, the results presented in Sect.  4.3.2 have 
not corroborated the hypothesis that IACC is the most 
significant cue in predicting EW. Nevertheless, while 
IACC did not turn out to be the leading cue, it demon-
strated a notable prominence, as evidenced by the experi-
mental outcomes. For instance, Fig. 9 demonstrates that 
the model can estimate EW with a mean absolute error 
(MAE) of less than 9° using IACC as the sole cue (without 

Table 3  Influence of the types of heads used in the training and 
testing procedures

HRTFs used for 
training

HRTFs used for 
testing

Mean absolute 
error

Standard 
deviation

Artificial Human 7.84° 0.15°

Human Artificial 9.43° 0.14°
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interaural time difference or interaural level difference). 
Moreover, Fig. 10 and Fig. 11 illustrate that IACC coeffi-
cients fluctuate in conjunction with EW, exhibiting lower 
values for wider ensembles. Interestingly, the results 
provided in Sects.  4.3.2 and 4.3.3 suggest that standard 
deviations of all three types of binaural cues (ITD, ILD, 
and IACC) also carry useful information as their values 
tend to increase with the broadening of ensembles. This 
observation is in line with the study of Lee and Johnson 
[86], comparing the 3D audio microphone arrays, who 
observed that the standard deviations of the binaural 
cues fluctuations over time constitute prominent metrics 
differentiating between the performance of the micro-
phone arrays.

6 � Conclusions
This study demonstrates that an auditory model cou-
pled with a gradient-boosted decision trees regression 
algorithm can be successfully used to estimate ensemble 
width in binaural recordings of music under simulated 
anechoic conditions. The proposed method outperforms 
the technique based on spatiograms, recently introduced 
in the literature [15]. The mean absolute error of the 
developed method averaged across investigated condi-
tions is equal to 6.63° (SD 0.12°). The method exhibits the 
best performance for ensembles narrower than 30°, with 
the error ranging between 0.8° and 10.2°. Its accuracy 
deteriorates for wider ensembles, with the error reaching 
25.2° for the music ensembles spanning 90°. In general, 
the estimation error tends to increase with the width of 
the ensembles. However, the relationship between the 
estimation error and ensemble width is not monotonic, 
exhibiting a local minimum (signifying relative perfor-
mance improvements), for ensemble widths encompass-
ing the range of approximately 60°–80°.

A distinct feature of the  proposed method is that it 
does not require any a priori knowledge regarding the 
number or characteristics of audio sources in analyzed 
music recordings. Moreover, unlike the DOA estima-
tion algorithms, its performance is not hindered by the 
increased number of concurrent audio sources. Further-
more, the method is relatively robust to the changes in 
the location of analyzed ensembles. Additionally, the 
technique is insensitive to the variations in spectral char-
acteristics of the binaural signals.

The results of the experiments demonstrated that 
interaural level differences (ILD) and interaural time 
differences (ITD) are the primary factors influencing 
the estimation of ensemble width. Moreover, interau-
ral cross-correlation (IACC) coefficients contribute to 

this estimation process, providing supplementary infor-
mation that facilitates the task of estimating ensemble 
width. Furthermore, the results revealed the importance 
of the standard deviations of all three binaural cues (ILD, 
ITD, and IACC).

The developed technique exhibits satisfactory gener-
alization properties when evaluated both under music-
independent and HRTF-independent conditions. The 
generalizability tests revealed that a  minimum of five 
different HRTFs, applied to synthesize the training 
excerpts, are sufficient to reduce the level of the mean 
absolute error to below 10°. The method was found to 
be HRTF-independent for the HRTF sets obtained using 
typical human heads, in terms of their dimensions, or 
commonly used artificial heads, such as the Neumann 
KU100, KEMAR, and FABIAN. However, it has yet to be 
validated with HRTFs that deviate significantly from the 
physical properties of typical heads.

The method has been developed and tested under sim-
ulated anechoic conditions with HRTF-convolved binau-
ral signals, excluding such factors as background noise, 
room reflections, or different recording conditions. Con-
sequently, it cannot be reliably applied to real-life rever-
berant recordings with accompanying ambient noise, 
limiting the scope of its practical applications. More eco-
logically valid conditions, including reverberant environ-
ments, will be considered in future developments.

The proposed method is relatively complex. It employs 
a sophisticated auditory model, which is computation-
ally demanding. Moreover, it uses highly-dimensional 
data and advanced machine learning algorithm, requir-
ing significant computational resources. These factors 
present significant challenges in terms of real-time appli-
cations of the developed technique. Currently, it is not 
feasible to deploy the method in mobile devices or in live 
settings. Therefore, the next phase of the research will 
involve the computational optimization of the method. 
Furthermore, listening tests are scheduled for the future 
to evaluate the extent to which the developed model is 
capable of predicting the width of the ensemble as per-
ceived by humans. Moreover, in line with the current 
trends in machine learning [28, 33, 39], the authors plan 
to incorporate deep learning techniques for the task of 
the estimation of ensemble width in binaural record-
ings. This will facilitate a comparative assessment of their 
performance with that achieved through more transpar-
ent (explainable) methods, such as the one proposed in 
this paper. The authors hope that this work will prompt 
other researchers to shift their focus from low to high 
levels of the analysis of spatial audio scenes, leading to 
a more comprehensive characterization of spatial audio 
recordings.
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Appendix

Table 4  List of HRTF sets used to synthesize binaural audio 
excerpts

No. Type Head Radius 
[m]

Source Acronym

1.          Human Human 
subject

1.2 RWTH 
Aachen 
University 
[49]

AACHEN

2.          Artificial GRAS 
45BB-4 
KEMAR

1

3.          Human Subject 2 1.2 Austrian 
Academy 
of Sciences 
[62]

ARI

4.          Human Subject 4 1.2

5.          Human Subject 10 1.2

6.          Artificial ARI Printed 
Head

1.2

7.          Human Subject 
012

1 CIPIC 
Interface 
Laboratory, 
University 
of Califor-
nia [87]

CIPIC

8.          Human Subject 
015

1

9.          Human Subject 
020

1

10.       Artificial Neumann 
KU 100

0.9 NASA 
(2007) [57]

CLUBFRITZ

11.       Artificial Neumann 
KU 100

1.5 Helsinki 
University 
of Technol-
ogy (2009) 
[57]

12.       Artificial FABIAN 1.47 Technical 
University 
Berlin, 
Huawei 
Tech-
nologies, 
Munich 
Research 
Centre, 
Sennheiser 
Electronic 
[60]

HUTUBS

13.       Human Subject 
pp2

1.47

14.       Human Subject 
pp3

1.47

15.       Human Subject 
1003

1.95 IRCAM, 
AKG [51]

LISTEN

16.       Human Subject 
1002

1.95

17.       Artificial KEMAR 
DB-4004 
(DB-061)

1.4 MIT [50] MIT

18.       Artificial KEMAR 
DB-4004 
(DB-065)

1.4

19.       Human Subject 
001

1.5 Tohoku 
University 
[61]

RIEC

20.       Human Subject 
002

1.5

21.       Artificial Koken 
SAMRAI

1.5

No. Type Head Radius 
[m]

Source Acronym

22.       Artificial Neumann 
KU 100

1.2 University 
of York 
[58]

SADIE II

23.       Human Subject H3 1.2

24.       Human Subject H4 1.2

25.       Artificial KEMAR 1 South 
China 
University 
of Technol-
ogy [52]

SCUT​

26.       Artificial Neumann 
KU 100

1 TH Köln 
[59]

TH Köln

27.       Artificial FABIAN 1.7 TU Berlin 
[53, 54]

TU Berlin

28.       Artificial GRAS 45BA 
KEMAR

1

29.       Artificial GRAS 
45BB-4 
KEMAR – 
subject 
A attach-
ment

1 Aalborg 
University; 
University 
of Iceland 
[55, 56]

VIKING

30.       Artificial GRAS 
45BB-4 
KEMAR – 
subject B 
attach-
ments

1

Table 5  The hyperparameters values identified as the best in the 
cross-validation procedure

Experiment repetition 
number

1 2 3 4 5 6 7

Maximum number 
of leaves n  

1000 10007 500 1500 500 1500 500

Maximum depth for a tree 
model d 

6 6 6 6 6 6 6

Learning rate  l   0.1 0.1 0.1 0.1 0.1 0.1 0.1

Abbreviations
AEW	� Apparent ensemble width
ASW	� Apparent source width
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