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Abstract

This research paper presents parametrization of emotional speech using a pool of common features utilized in
emotion recognition such as fundamental frequency, formants, energy,MFCC, PLP, and LPC coefficients. The pool is
additionally expanded by perceptual coefficients such as BFCC, HFCC, RPLP, and RASTA PLP, which are used in speech
recognition, but not applied in emotion detection. The main contribution of this work is the comparison of the
accuracy performance of emotion detection for each feature type based on the results provided by both k-NN and
SVM algorithms with 10-fold cross-validation. Analysis was performed on two different Polish emotional speech
databases: voice performances by professional actors in comparison with the author’s spontaneous speech.
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1 Introduction
Emotion recognition methods utilize various input types,
i.e., facial expressions [1], speech, gestures, and body
language [2], and physical signals such as electrocar-
diogram (ECG), electromyography (EMG), electrodermal
activity, skin temperature, galvanic resistance, blood vol-
ume pulse (BVP), and respiration [3]. Speech is most
accessible from the aforementioned signals. Therefore,
much research in the field of emotion recognition is
focused on human voice.
According to Plutchik’s theory [4], there are eight pri-

mary bipolar emotions: joy versus sadness, anger versus
fear, trust versus disgust, and surprise versus anticipa-
tion. These emotions are biologically primitive and have
evolved in order to increase the reproductive fitness. Pri-
mary emotions can be expressed at different intensities
and can be mixed with one another to form different
emotional states. This translates to the perception of nat-
ural emotions, which is a complex and subjective process.
Recognizing several different emotional states in a given
situation is very common.
Initially, research on emotion recognition was mostly

conducted using acted-out speech which carried
undisturbed and clear singular emotion expressions
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[5]. In 2009, at the Affective Computing and Intelligent
Interaction (ACII) conference, a session was held dedi-
cated to emotion recognition from ambiguous samples
(containing a mixture of emotions). This started a new
wave in the field of emotion recognition in which the
researchers abandoned acted-out speech in favor of
spontaneous speech [6]. In line with that, this article
describes a database of Polish emotional speech extracted
from natural discussions in TV programs. The database
consists of over 784 samples divided into seven sets rep-
resenting primary emotional states, although based on
Plutchik’s wheel, which presents eight basic emotions, the
psychologists who were involved in labeling the data did
not label any of the audio signals as “trust.” Hence, in this
work, only seven basic emotions, namely joy, fear, sur-
prise, sadness, disgust, anger, and anticipation, are used.
Moreover, for comparative purpose, emotions performed
by professional actors were analyzed.
Emotion recognition from speech is a pattern recog-

nition problem. Therefore, standard pattern recognition
methodologies, which involve feature extraction and clas-
sification, are used to solve the task [7]. The number of
speech descriptors that are being taken into consideration
is still increasing. Mostly acoustic and prosodic features
from the set of Interspeech 2009 Challenge [8] are utilized.
Therefore, fundamental frequency, formants, energy, Mel
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Frequency Cepstral Coefficients (MFCC), or Linear Pre-
diction Coefficients (LPC) are widely explored. Neverthe-
less, the search for new speech features is ongoing.
This research is conducted using a pool of commonly

used features utilized in emotion recognition, such as fun-
damental frequency f0, formants, energy, MFCC, Percep-
tual Linear Prediction (PLP), and LPC coefficients. The
pool is additionally expanded by perceptual coefficients,
such as Bark Frequency Cepstral Coefficients (BFCC),
Human Factor Cepstral Coefficients (HFCC), Revised Per-
ceptual Linear Prediction (RPLP), and RASTA Perceptual
Linear Prediction (RASTA PLP). The main contribution
of this work is to test abovementioned perceptual fea-
tures, which are applied in speech recognition research
but omitted in emotion recognition. All feature sets were
tested separately in order to demonstrate their impact
on emotion recognition. The verification of feature set
efficiency was carried out using both k-NN and Multi
Class Support Vector Machine (SVM) [9] with radial ker-
nel classifiers applying 10-fold cross-validation on two
independent speech corpora.
The outline of this paper is as follows. Section 2

describes the emotional speech database: structure of the
corpora, methods for selecting of the recording source,
and the process of emotional speech labeling. Section 3
introduces the examined speech descriptors. Section 4
presents obtained results. Finally, Sections 5 and 6 con-
cludes and summarizes the paper.

2 Emotional speech corpora
Emotional speech samples can be divided into three cat-
egories, taking into account their source: spontaneous,
invoked, and acted or simulated emotions. The first type
can be obtained by recording speakers in natural situa-
tions or using TV programs such as talk shows, reality
shows, or various types of live coverage. This type of
material might not always be of satisfactory quality (back-
ground noise, artifacts, overlapping voices, etc.) and may
obscure the exact nature of recorded emotions. More-
over, collections of spontaneous speechmust be evaluated
by human decision makers to determine the gathered
emotional states.
Another method of sample acquisition is provoking

an emotional reaction by using drugs or staged situa-
tions. Appropriate states are induced using imaging meth-
ods (videos, images), stories, or computer games. This
type of recording is preferred by psychologists, although
the method cannot provide desirable effects as reaction
to the same stimuli may differ. Similar to spontaneous
speech recordings, triggered emotional samples should be
subjected to a process of identification by independent
listeners.
The third source of emotional speech is acted-out sam-

ples. Speakers can be both actors as well as unqualified

volunteers. This type of material is usually comprised of
high-quality recordings, with clear undistorted emotion
expression. Furthermore, the ease of acquiring recordings
opens a possibility of obtaining several utterances, rep-
resenting different emotional states from a single user.
However, the acoustic characteristics of such an utter-
ance may be exaggerated, while more subtle features are
completely ignored.

2.1 Polish spontaneous speech database
Based on Robert Plutchik’s theory, a corpus not only con-
sists of primary emotions with the addition of complex
emotional states but also consists of a much wider range
than the commonly used databases [10]. The first step was
to gather audio samples containing the emotional carrier
of basic states from Plutchik’s wheel of emotions: joy, sad-
ness, anger, fear, disgust, surprise, and anticipation. All
samples were assessed by a large group of human evalua-
tors (experts and volunteers) and labeled into the above-
mentioned classes of emotions, summarized in Table 1.
Statistical analysis is an integral part of creating an emo-

tional speech corpus. It should meet certain criteria. One
of them is to preserve the distribution of the parame-
ters (characteristics) of the subject of research relevant
to the application, which affects its reliability. The set,
presented in this study, is a collection of emotional expres-
sions in Polish. Spatial extent, time, place, and personal
characteristics of the speaker are not restricted.
The selection of a representative sample recordings is

one of the key elements affecting the research credibil-
ity. It is assumed that a sample is representative when all
the values which could affect the test results are present.
Because the process of emotion expression is subjective,
depending primarily on gender and age, these variables
are taken into account in the process of the corpora cre-
ation. In order to retain the right proportions of these
variables (almost equal), the abovementioned informa-
tion is one of the guidelines used when selecting speech
sources. This assumption is largely limited due to a lack of
personal data of the speakers in recordings obtained from
radio auditions.

Table 1 Structure of the corpus

Emotion name Type Number Gender

Anger Primary 111 55 female/56 male

Anticipation Primary 88 44 female/44 male

Joy Primary 165 90 female/33 male

Fear Primary 48 26 female/22 male

Surprise Primary 128 61 female/67 male

Sadness Primary 115 57 female/58 male

Disgust Primary 90 48 female/42 male
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The most important feature of the samples is the
authenticity of presented emotional states, which narrows
the search area. The authors focus mainly on the mate-
rials from live shows and programs such as reality show.
The reactions and feelings presented by the participants
of such programs seem spontaneous and provoked by
events and discussions. For example, shows presenting
political and social problems (e.g., Państwo w Państwie
by Polsat TV) contain a large number of anger displays.
The assumption of authenticity of emotions could be false
and is associated with the subjective evaluation performed
by the authors and volunteers involved in the labeling
process. What is important to mention is the fact that
the collected recordings often contain background noise,
which also might have affected the assessment.
The emotional state of the speaker can be identified

based on short utterances such as Yes or No [11]. Thus,
short sentences, or even single words, are suitable for
emotional analysis. Occasionally, additional sounds such
as screaming, squealing, laughing, or crying carry the
information about the speaker’s emotional state. There-
fore, in addition to full spoken words, such sounds which
occur in everyday communication are featured in the
created corpora.
In addition, a neutral speech model (without emo-

tional coloring) is created for the purposes of emotional
research. It is composed of statements from [12] and
supplemented with statements of journalists comment-
ing on various events. Such utterances are usually neutral
and do not carry any emotional load. This model con-
sists of 235 statements and is not subjected to labeling by
volunteers.
The labeling process is divided into two parts. First, the

recordings are divided into seven groups (basic emotions).
This process is conducted by the authors and students of
the faculty of psychology from the University of Lodz. The
division is performed with the use of video material which
allows access not only to voice and semantics but also to
the visual display of emotions, such as gestures or facial
expressions. In the second part of the process, the volun-
teers label the samples based on audio input only. This
emphasizes how subjective the perception of emotions
really is.
Listening to pre-qualified samples is performed to test

whether the listener is able to identify the emotional con-
tent of the recording. The volunteer group consists of 15
people, both male and female, aged 21 to 58 years with
no hearing disabilities. The task is to assess the recordings
and classify them into the groups of seven basic emotions.
All listeners are presented with a random set of samples
that consists of at least half of each pre-qualified basic
emotion recording. The evaluators listen to audio sam-
ples one by one, and each assessment is recorded in the
database. Every sample could be replayed a number of

times before the final decision, but after the classification,
it is not possible to return to the recording.
Average recognition amounted to 82.66% in the range

of 63 to 93%. However, it should be noted that the pre-
qualified samples rated by the authors and students of psy-
chology are the base of the classification and that assess-
ment is also subjective. Therefore, the samples which
repeatedly mismatched the labels of the pre-qualification
are incorporated into forming ambiguously defined states.
Emotions, assessed identically by at least 10 people, are
classified as pure prototype states. The database can be
made available upon request, for research purposes only.

2.2 Polish acted speech database
The Polish acted emotional speech is made available by
the Medical Electronics Division, Technical University of
Lodz. This database consists of 240 sentences uttered by
eight speakers (four males and four females). Recordings
for every speaker were made during a single session. Each
speaker utters five different sentences with six types of
emotional load: joy, boredom, fear, anger, sadness, and
neutral (no emotion). Recordings were taken in the aula
of the Polish National Film Television and Theater School
in Lodz.
Methodology of inducing a particular emotional atti-

tude follows recommendations [13]: the uttering of each
database sentence (sentences have no particular emo-
tional meaning) is preceded by uttering a sentence with
a clear emotional connotation, relevant for the current
recording.
To assess a quality of the database material, the record-

ings are evaluated by 50 subjects, through a procedure of
classification of 60 randomly generated samples (10 sam-
ples per particular emotion). Listeners are asked to classify
each utterance into emotional categories. An average rate
of correct recognition for this evaluation experiment is
72% (ranging from 60 to 84% for different subjects) [12].

3 Methods
3.1 Prosodies
F0 is the frequency of vocal folds. It is responsible for the
scale of the human voice and accent. It plays an impor-
tant role in the intonation, which has a significant impact
on the nature of the speech. F0 changes during articula-
tion. The rate of those changes depends on the speaker’s
intended intonation [14]. There are many methods to
determine the fundamental frequency. In this paper, f0 is
extracted using the autocorrelation method. The analysis
window is set to 20 ms with 50% overlap. It is diffi-
cult to objectively assess the behavior of f0 based on the
chart. Therefore, statistical parameters related to f0 are
extracted.
Formant frequencies are the frequencies at which the

local maxima of the speech signal spectrum envelope
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occur. They are the properties of the vocal tract. Based
on this, it is possible to determine who the speaker is and
about what and how he/she is speaking [15]. In practice,
applications from three to five formants are used. In this
paper, three formant frequencies are estimated. On their
basis, parameters such as mean, median, standard devia-
tion, maximum, and minimum are determined. A total of
15 features are extracted.
Speech signal energy, which refers to the volume or

intensity of speech, also provides information that can be
used to distinguish emotions (i.e., joy and anger increase
energy levels in comparison to other emotional states).

3.2 Spectral coefficients
The perceptual approach is based on frequency conver-
sion, corresponding to the subjective reception of the
human hearing system. For this purpose, the perceptual
scales such as Mel or Bark are used. In this paper, Mel
Frequency Cepstral Coefficients (MFCC) [16], Human
Factor Cepstral Coefficients (HFCC) [17], Bark Frequency
Cepstral Coefficients (BFCC) [18], Perceptual Linear Pre-
diction(PLP) [19], RASTA Perceptual Linear Prediction
(RASTA PLP) [20], and Revised Perceptual Linear Predic-
tion (RPLP) [18] coefficients are taken into consideration.
The entire scheme for perceptual feature extraction is
shown in Fig. 1.

4 Efficiency of features
The verification of the efficiency of feature subsets is car-
ried out using k-NN and SVM classifiers applying 10-fold
cross-validation on two independent speech corpora. This
method allows to correctly evaluate descriptor efficiency.
It is based on a random division of a whole set into 10
subsets of equal size. Then, a single subset is used as the
test set, and the rest acts as the training set. This pro-
cess is repeated 10 times, so that every subset is used as
a test set. The final result is achieved by calculating the

average of the results of each iteration. In this way, dom-
inating features are distinguished. Table 2 presents the
efficiency of commonly used feature subsets. In the course
of research, the value of k was selected to achieve the
highest classification results.

4.1 Perceptual coefficients
The next step of analysis includes a detailed comparison of
perceptual coefficient efficiency. As in the previous step,
the classification is carried out using the k-NN and SVM
classifiers applying 10-fold cross-validation. The num-
ber of perceptual coefficients giving maximum results
depends on the type of examined features; it was selected
in order to achieve the highest classification results. The
value of k in case of k-NN algorithm is experimentally
chosen in order to give the highest classification results for
a given group. For each signal frame, proper coefficients
are obtained, and basing on those, statistical features are
extracted.
Subsequently, the sets of the aforementioned coef-

ficients are expanded by their dynamic parameters.
Classification efficiency with a various combination of
these parameters is shown in Table 3. In both cases,
none of dynamic parameters provide an increase in
recognition rate.
It can be noticed that perceptual coefficients provide

much higher recognition results than previously tested
features. The best results in both corpora are obtained
by using hybrid coefficients. In case of k-NN, the high-
est recognition was achieved for BFCC, 56.5% for acted
speech and 74.5% for natural speech. Generally, the accu-
racy performance for SVM is much lower. However, the
case of k-NN proves the validity of hybrid coefficient
application. The best results were obtained using RPLP
coefficients 43.88% for acted speech and 59.4% for neutral
speech using BFCC coefficients.

Fig. 1 Feature extraction process for different methods
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Table 2 Average recognition results [%] of commonly used
features subsets: acted speech (AS) and natural speech (NS)

Feature set k-NN AS k-NN NS SVM AS SVM NS

f0 31.6 39.8 19.66 26.98

f1 − f3 38.8 39.5 16.88 27.5

Energy 30.4 47 29.95 46.87

LPC 36.7 57.8 29.91 60.51

4.2 Selection
Selection is conducted on specific subsets to improve
the efficiency of classification. For the purpose of
this research, two different feature selection techniques
were chosen. The first is the Fisher-Markov Selec-
tor (FMS) [21], which is independent of the classifier.
The second, wrapper method, is a classifier dependent
selection—Sequential Forward Selection (SFS) [22]. The

Table 3 Classification efficiency using k-NN and SVM [%] with
various combinations of dynamic parameters for acted speech
(AS) and natural speech (NS)

Coefficients AS k-NN AS SVM NS k-NN NS SVM

MFCC 56.5 40.5 71.7 58.31

MFCC + �MFCC 52.7 40.5 68.7 42.91

MFCC + ��MFCC 51.1 37.13 66.9 42.91

MFCC + �MFCC + ��MFCC 36.7 33.75 66.9 37.5

HFCC 52.7 39.66 70.6 55.17

HFCC + �HFCC 47.7 37.13 67.8 40.32

HFCC + ��HFCC 46 36.7 66.9 36.23

HFCC + �HFCC + ��HFCC 43.9 36.7 64.6 34.59

BFCC 56.5 40.92 74.5 59.4

BFCC + �BFCC 56.5 36.28 70.25 44

BFCC + ��BFCC 53.6 35.86 73.4 38.41

BFCC + �BFCC + ��BFCC 53.6 35.86 69.9 36.28

PLP 54 21.51 71.4 36.83

PLP+ �PLP 52.7 16.87 66.9 22.47

PLP + ��PLP 53.6 16.87 66.9 22.47

PLP + �PLP + ��PLP 50.2 16.87 64.7 22.47

RPLP 55.7 43.88 70 54.76

RPLP + �RPLP 54.4 40.08 69.3 51.9

RPLP + ��RPLP 52.3 40.92 68.4 51.9

RPLP + �RPLP + ��RPLP 52.3 40.5 68 51.9

RASTA PLP 43 36.28 52.2 50

RASTA PLP + �RASTA PLP 40.1 35.02 51.8 36.83

RASTA PLP + ��RASTA PLP 40.9 32.48 48.5 36.83

RASTA PLP + �RASTA PLP +
��RASTA PLP

40.1 32.48 48.1 36.83

Table 4 Accuracy performance of emotion recognition [%]
without selection (–) in comparison with two different selection
methods (FMS and SFS) and extraction (S-PCA) methods using
k-NN algorithm as a classifier

Acted speech Natural speech

– SFS FMS S-PCA – SFS FMS S-PCA

f0 31.6 38.4 40.92 32.9 39.8 40.9 46.58 40.9

f1 − f3 38.8 39.2 38.8 34.2 39.5 39.6 45.73 37.1

Energy 30.4 36.7 36.7 31.6 47 47.7 55.96 44.6

LPC 36.7 36.7 36.7 36.3 57.8 57.8 63.06 48.5

BFCC 55.7 64.4 64.4 51.5 76.7 77.7 76.7 71.1

MFCC 56.5 59.9 58.10 40.5 71.7 74 74 62.7

HFCC 51.1 52.7 52.7 45.6 70.4 72.9 75.61 68.8

PLP 54 54.4 57.25 51.9 71.4 71.4 71.4 70.4

RPLP 55.7 58.6 59.9 51.9 70 71.3 71.38 64.2

RASTA 43 46.8 49.36 35 52.2 52.2 72.76 44.1

results of experiments for both corpora are presented
in Table 8.

4.3 Comparison of emotion recognition quality utilizing
feature selection, applied on feature subsets

Tables 4 and 5 present the results of emotion recognition,
after applying SFS and FMS methods on feature subsets.
Additionally, both methods are compared with feature
extraction S-PCA [23]. The results are presented for both
corpora with division into subsets of attributes.
Analyzing results obtained with k-NN algorithm, in

most cases, one can see a recognition rate improve-
ment after using the SFS or FMS selection methods. For
SFS, the exceptions are LPC in the case of the acted
speech database, and PLP and RASTA PLP in the case of

Table 5 Accuracy performance of emotion recognition [%]
without selection (–) in comparison with two different selection
methods (FMS and SFS) and extraction (S-PCA) methods using
SVM algorithm as a classifier

Acted speech Natural speech

– SFS FMS S-PCA – SFS FMS S-PCA

f0 19.66 19.66 19.66 34.17 26.98 26.98 26.98 52.55

f1 − f3 27.5 27.5 25.31 40.92 16.877 17.29 27.5 57.38

Energy 29.95 29.95 29.95 35.86 46.87 46.87 47.72 53.97

LPC 29.91 32.49 32.06 32.06 60.51 65.35 60.79 64.20

BFCC 40.92 47.67 46.83 56.11 59.4 62.53 59.40 81.7

MFCC 40.5 45.14 41.35 54.96 58.31 63.48 58.31 77.92

HFCC 39.66 46.83 40.08 57.38 55.17 56.13 55.17 77.79

PLP 22.47 22.47 22.47 46.83 21.51 22.36 22.47 73.56

RPLP 43.88 44.72 44.72 57.80 54.76 59.12 54.76 70.31

RASTA 36.28 39.66 36.28 51.9 50 60.04 62.53 73.84
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the spontaneous speech database. The recognition rates
achieved for these attributes, after applying SFS, remained
unchanged. An improvement of recognition can be also
observed after applying FMS, with the exception of f1 − f3
and LPC in the case of acted speech and BFCC and PLP in
the case of the spontaneous speech database. The recog-
nition rates achieved for these attributes, after applying
FMS, remained unchanged.
After applying feature extraction (S-PCA) for both cor-

pora, in most cases, a slight decrease of recognition rate
could be observed in comparison to results obtained with-
out any selection. Moreover, the results never reach values
higher than ones obtained using one of the selection
methods.
In case of SVM, the recognition rate is improved by

using the SFS and FCBS. The exceptions for SFS are
f0, f1 − f3, energy, and PLP in the case of the acted
speech database and, in the case of the spontaneous
speech database, f0 and energy. The recognition for these
attributes remained unchanged after selection. For FMS,
the exceptions are f0, energy, PLP, and RASTA PLP in the
case of the acted speech database and, in the case of the
spontaneous speech database, f0, BFCC, MFCC, HFCC,
and RPLP. The recognition for these attributes remained
unchanged after selection. Using FMS resulted in slight
decrease of the recognition rate in case of f1 − f3 in the
case of the acted speech database.
In contrast to k-NN, after applying feature extraction

for both corpora, in most cases, a huge increase of recog-
nition rate could be observed in comparison to results
obtained with andwithout both selectionmethods. Signif-
icantly higher results can be seen for spontaneous speech
database.
The best results are achieved for the subset contain-

ing BFCC coefficients (81.7% for with S-PCA). The lowest
results are obtained in the case of formants and PLP coef-
ficients: 17.29% for SVM with SFS and 22.36% for SVM
with SFS, respectively.
In the case of acted speech corpora, the highest results

are achieved for BFCC: 64.4% (k-NN with SFS and FMS),
and the lowest results are achieved by using fundamen-
tal frequency and PLP coefficients: 19.66% (SVM with
SFS/FMS) and 22.47% (SVM with SFS/FMS), respectively.

4.4 Comparison of emotion recognition quality utilizing
feature selection, applied on combined feature set

Tables 6 and 7 present results of emotion recognition con-
ducted on a feature set comprised of all subsets presented
in Table 4 or 5, for acted and natural speech accordingly.
All selection and extraction methods were applied exactly
as in the previous section. Additionally, both feature selec-
tion and extraction are applied on the combined feature
set (SFS + S-PCA, FMS + S-PCA).

Table 6 Accuracy performance of emotion recognition [%] for
acted speech

Clasifier – SFS FMS S-PCA SFS + S-PCA FMS + S-PCA

k-NN 60.8 64.55 65.8 34.17 53.59 56.11

SVM 16.87 16.87 42.19 51.47 54.43 56.54

– without selection, FMS and SFS two different selection methods, S-PCA extraction,
SFS + S-PCA and FMS + S-PCA selection and extraction

For the acted database, the best results for acted speech
were obtained for k-NN with FMS (65.8%). The lowest
accuracy rate was achieved for SVM, 16.87% for the whole
feature set and after applying SFS.
The highest accuracy performance for natural speech

was achieved with SVM. After applying both selection and
extraction (FMS + S-PCA), it reached 83.95%. Similar to
the previous database, the lowest results were obtained for
SVM with SFS and for the whole feature set.
Applying selection reduced the feature set size from ini-

tial 448 attributes to 57 (for SFS) and 99 (for FMS), for the
acted speech corpora. For the spontaneous database, the
values decreased to 88 (SFS) and 90 (FMS) from the ini-
tial 473. Distribution of each feature subset, after applying
selection to the whole feature set, is presented in Fig. 2.

5 Discussion
Expression of emotion generally depends on the speaker,
the culture, and environment [24]. In order to reduce
those factors, both emotional speech databases used in
this research contain utterances in Polish, performed by
native Polish speakers.
One can notice significantly lower recognition results

for the acted speech database. This is the result of the
different contents of the two databases. In case of acted
speech corpora, the relatively low number of speakers,
in comparison to the sample count, could affect perfor-
mance of the classifiers. Moreover, the contents of the
utterances were the same throughout different emotional
states; this is an advantage if one wants to ensure that
human judgment on the perceived emotion is solely based
on the emotional content [25]; however, in case of an auto-
mated recognition system, the line between emotion and
speech recognitionmight be blurred, specially in this case,
where the tested features are commonly used in speech
recognition tasks.

Table 7 Accuracy performance of emotion recognition [%] for
natural speech

Clasifier – SFS FMS S-PCA SFS + S-PCA FMS + S-PCA

k-NN 78.9 78.9 80.25 51.30 68.72 77.92

SVM 22.49 22.49 70.91 72.83 78.87 83.95

– without selection, FMS and SFS two different selection methods, S-PCA extraction,
SFS + S-PCA and FMS + S-PCA selection and extraction
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Fig. 2 Distribution of feature groups after applying selection on the combined feature set (up acted speech, down natural speech, left SFS, right FMS)

The natural speech corpus contents were selected in
order to ensure a proper number and variety of samples
which considerably increased the recognition rates. The
high number of speakers, as well as different contents
of utterances, guaranteed that the extracted features car-
ried information about emotion and not just about the
speech or the speaker. Moreover, the higher number of
samples in the natural speech database had a reflection in
classification results.
For both corpora, similar discrepancies were observed

for classification performed by human deciders. Aver-
age human recognition rate for natural and acted speech
amounted to 81 and 72%, respectively.
The most important issue in emotion speech recogni-

tion is the extraction of discriminative features that effi-
ciently characterize different emotional state. It is believed
that a proper selection of features significantly affects the
classification performance.
After applying SFS and FMS on the combined fea-

ture set for both databases, presented in Fig. 2, one can
notice that themajority of selected features come from the

RPLP, BFCC, and HFCC subsets, with a supplement from
RASTA PLP, LPC, andMFCC groups. This correlates with
the recognition results for each individual group of fea-
tures, presented in Tables 4 and 5. Accuracy performance
achieved in this research justifies adopting those features
for the purpose of emotion recognition.
What is also worth mentioning is the fact that none of

the dynamic features, presented in Table 3, were included
in the feature sets obtained after applying both selec-
tion methods on combined feature groups. They were
also excluded after executing selection on isolated feature
subsets, as shown in Table 8. The addition of dynamic
features, even to feature subsets, did not improve classifi-
cation results; in fact, in most cases, it reduced the accu-
racy. This behavior might be caused by a great increase
of feature space, where the dynamic features are either
nondescriptive or redundant and act more as noise than a
carrier of emotional information.
Selecting an appropriate feature reduction method is

a crucial step in the recognition process; however, fea-
ture selection and classification is highly dependant on the
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Table 8 Features after subset selection SFS and FMS for both corpora: acted AS and natural NS speech

AS k-NN SFS AS SVM SFS AS FMS NS k-NN SFS NS SVM SFS NS FMS

f0 Mean; quartile: 1, 3;
median;
interquartile;
skewness; variation
rate

Mean; median; std;
range; interquartile;
kurtosis; variation
rate; rising and
falling slope mean

Mean; max; min;
quartile: 1, 3;
interquartile;
kurtosis; median;
range; rising range
max/mean; falling
range max/min; std;
rising slope
max/min;

Mean; median; max;
range; quartile: 1, 3;
interquartile;
kurtosis; skewness;
variation rate

Mean; median;
range

Max; mean; std;
median, range;
quartile: 1, 3;
interquartile; rising
range max/mean;
falling range mean

f1 − f3 Mean: 1, 2; max: 1, 3;
median: 2; min: 2, 3;
std: 3

Mean: 1; max: 1 Mean: 2, 3; max: 2, 3;
min: 2, 3; median: 2,
3

Mean: 1, 2; max: 2;
median: 1, 2; min: 3;
std: 3

Mean: 1; max: 1 Mean: 3; max: 1, 2, 3;
median: 2, 3; min: 2,
3; std: 1

En Mean, median, std Max, min, range Median, std Max, min, median,
std, range

Max, min, median,
std, range

Max, mean, std,
range

LPC Mean: 2–11 Mean: 5, 6, 7, 12 Mean/median
/max/min: 3–5;

Mean: 2, 3, 4, 7, 9;
median: 2

Mean: 2, 4, 5, 7;
median: 7

Mean/median
/max/min: 3–5;

BFCC Mean: 1, 6, 10;
median: 1, 6; max: 1;
min: 1, 6

Median: 1, 3; max: 1,
3, 4; min: 1, 6, 8

Mean: 1, 3, 5, 6;
median: 1, 5, 6, 7;
min: 1, 2, 4, 3, 5, 6, 7,
8

Mean: 1, 4, 5, 6, 7, 8,
9, 11, 12; median: 1,
2, 3, 4, 5, 8; std: 1;
max: 1, 4, 12; min: 2

Mean: 7; median: 2,
3, 5; std: 1, 2, 3, 4, 5;
max: 1, 4, 5, 6, 10, 12;
min: 1, 3, 4, 5, 6, 10

Mean: 1, 4, 5, 6;
median: 1, 2, 4, 3, 5,
7; max: 1, 2, 3, 4, 5, 6,
7, 8; min: 1, 2, 3, 4, 5,
6, 7, 8, 9, 10

MFCC Mean: 1, 6, 10, 11, 12;
std: 12; median: 1, 6;
max: 1, 7; min:1

Mean:1; max: 1, 11,
12; min: 8, 10, 12

Mean: 1; std: 1;
median: 1; max: 1, 4,
11, 12, 14; min: 1, 5,
6, 7, 8, 9, 10, 11

Mean: 1, 2, 3, 4, 6, 9,
10; std: 1, 7, 11, 12;
median: 3, 4, 7; max:
1, 2, 4, 5; min: 1, 3, 5,
8, 12

Mean: 2, 4, 7;
median: 2, 3, 4; max:
1, 4, 5, 6, 7, 10; min: 1,
2, 3, 6, 7, 8

Mean: 1, 4; std: 1;
median: 1; max: 1, 4,
5, 6, 7; min: 3, 8, 9

HFCC Mean: 1, 2, 3; std: 1;
median: 1, 3, 4, 9;
max: 2

Mean: 2, 3; median:
3, 9; max: 3; min: 11

Mean: 1; median: 1,
3; max: 1, 2, 3, 4, 5, 6,
7; min: 1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11

Mean: 1, 3, 4, 6, 7,
9, 10; std: 2, 3, 11;
median: 1, 2, 3, 4, 6,
8; max: 1, 2, 3, 5, 7;
min: 8

Mean: 3; median: 1,
3; max: 1, 2, 3, 4, 10;
min: 1, 3, 5, 8, 11

Mean: 1, 2; std: 1;
median: 1, 2; max: 1,
2; min: 1, 3

PLP Mean: 5, 6, 7, 8;
median: 6, 10, 11;
std: 3, 4, 5, 6, 7, 9;
max: 8; min: 8

Mean: 6 Mean: 5, 6, 7, 8, 11;
median: 5, 6, 7; max:
4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14

Mean: 4, 5, 9, 13;
median: 8, 10, 11, 12,
13; std: 3, 7, 12; max:
6, 12, 13; min: 1, 2, 4,
6, 9, 10, 11, 12

Mean: 1; max: 7 Mean: 5, 13, 14;
median: 6, 14; std: 3,
7, 9; max: 7, 8, 9, 10,
13

RPLP Mean: 1, 2, 3, 7;
median: 4, 8; std: 2,
5, 6, 13; max: 2, 4, 9;
min: 1

Mean: 1; max: 2, 8,
13; min: 8

Mean: 1, 2, 3, 6, 7;
median: 1, 2, 3, 6, 7;
std: 1; max: 1, 2, 3, 4,
5, 6, 7, 8, 9, 10; min: 2,
3, 6, 7, 8, 9

Mean: 1, 2, 5, 14;
median: 1, 2, 3, 5, 6,
7, 9, 14; std: 1, 2, 4, 5,
10, 11, 14; max: 1, 4,
6; min: 1, 2, 3, 11, 13

Mean: 1, 3, 4;
median: 2, 5; std: 8;
max: 2, 8, 9, 10, 13;
min: 1, 2, 3, 6

Mean: 1, 2; median:
2, 3; std: 2; max: 3;
min: 6, 8

RASTA
PLP

Mean: 1, 2, 4, 6, 9;
median: 2, 3, 5, 6; std:
1, 2, 3, 9, 10; max: 1;
min: 2, 4, 7

std: 4; max: 1, 10;
min: 1, 3, 5, 8

Max: 1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 11, 12; std: 1;
min: 1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 11

Mean: 4, 9; median:
2, 3, 5, 8; std: 1, 3, 5,
10; max: 6, 9; min: 1,
2, 3, 4, 7

Max: 1, 3, 4, 7; min: 1,
3, 8, 10

std: 1; max: 1, 4, 5, 6;
min: 1, 2, 3, 4, 5, 6

data and feature types [26]. In Tables 6 and 7, one can
observe that applying SFS had none or very little effect
on the quality of classification. From the two selection
methods, presented in this paper, the classifier indepen-
dent FMS proved to be superior in comparison to SFS.
The highest classification for k-NN were achieved with
FMS. Additionally, S-PCA method was used in order to
compare results of feature extraction and selection. For
SVM, applying S-PCA improved the results far better than
the selection methods. However, the best results for SVM
were achieved after applying S-PCA on sets of already

selected features, as shown in Tables 6 and 7. Using selec-
tion first with extraction as a second step helped to reduce
the noise from non-discriminant features. Again, FMS
gave better results than SFS when combined with S-PCA.

6 Conclusions
For the purpose of the examination, a Polish spontaneous
emotion database was created. It consists of over 700 sam-
ples divided into seven sets representing primary emo-
tional states.Moreover, for comparative aims, we analyzed
emotions performed in Polish, by professional actors.



Kamińska et al. EURASIP Journal on Audio, Speech, andMusic Processing  (2017) 2017:3 Page 9 of 9

The main objective of this work is to test the efficiency
of perceptual features, used in speech recognition (BFCC,
HFCC, RPLP, and RASTA PLP), in emotion recognition.
As this research has shown, these features proved to be
highly discriminative which justifies their application in
emotion recognition.
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