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Abstract

The task of speaker diarization is to answer the question "who spoke when?" In this paper, we present
different clustering approaches which consist of Evolutionary Computation Algorithms (ECAs) such as Genetic
Algorithm (GA), Particle Swarm Optimization (PSO) algorithm, and Differential Evolution (DE) algorithm as well
as Teaching-Learning-Based Optimization (TLBO) technique as a new optimization technique at the aim to
optimize the number of clusters in the speaker clustering stage which remains a challenging problem.
Clustering validity indexes, such as Within-Class Distance (WCD) index, Davies and Bouldin (DB) index, and
Contemporary Document (CD) index, is also used in order to make a correction for each possible grouping
of speakers' segments. The proposed algorithms are evaluated on News Broadcast database (NDTV), and their
performance comparisons are made between each another as well as with some well-known clustering
algorithms. Results show the superiority of the new AUTO-TLBO technique in terms of comparative results
obtained on NDTV, RT-04F, and ESTER datasets of News Broadcast.

Keywords: Speaker diarization, PSO algorithm, GA algorithm, DE algorithm, TLBO technique, EA algorithms,
Clustering validity index, DER
1 Introduction
Nowadays, the fast progress in multimedia sources make
the use of archived audio documents an increasing need
for efficient and effective means of searching and index-
ing through voluminous databases. In order to facilitate
the access to the recording in audio databases, searching
and tagging based on who is speaking can be at the top
of many basic components required for dealing with
audio archives, such as recorded meetings or an audio
portion of News Broadcast shows.
The old approaches in speaker recognition are devel-

oped for speakers’ identification and verification in a
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speech sample pronounced by one person. However, the
basic recognition approach has to be extended to in-
clude both speaker detection and tracking in multi-
speaker audio. In this work, we highlight the speakers’
indexation and research in audio broadcast news
(NDTV) for speaker diarization task. Indeed, speaker
diarization is one of the speaker-based processing tech-
niques in which the feature representation of the acous-
tic signal aims to represent the speaker information and
discriminate between different talkers. It has been intro-
duced in the NIST project of Rich Transcription in “who
spoke when” evaluations [1]. According to the first def-
inition in 1999 NIST Speaker Recognition evaluation,
the identification of audio regions based on a given
speaker is a tracking speaker task [2]. Concerning the
speaker detection task in audio data, it is performed by
diarization and tracking procedures and it has an
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objective to make speaker-based indexation according to
the detected speaker and ensure good retrieve of
speaker-based information in audio recording. For the
speaker diarization task, it aims to structure audio docu-
ments into speaker turns and give their true identities so
that we can make an automatic transcription.
In the speaker diarization task, there is any prior

knowledge about the speakers and their number. It
consists of two main phases: the first one is a seg-
mentation phase in which the speech is segmented
into many smaller segments at the detected change
points in a recording. Ideally, each small segment
contains speech from just one speaker. The second
phase is a clustering phase, which makes the cluster-
ing of the neighboring segments uttered by the same
speaker. Currently, a bottom-up approach known as
Hierarchical Agglomerative Clustering (HAC) is the
most popular method for clustering [3]. Speaker diari-
zation has been applied in several speech areas [4].
The transcription of telephone and broadcast meet-
ings, auxiliary video segmentation, and dominant
speaker detection represent its main applications. The
alleviation of the amount of speech document man-
agement tasks can be performed by such an effective
tool like speaker clustering [5, 6]. This latter can
group and attribute similar audio utterances to the
same speaker in audio document by some distance
measures and clustering schemes in an unsupervised
condition [7]. In previous years, spectral clustering
has been proved have better effect than hierarchical
clustering in speaker clustering [8, 9]. This is due to
greedy research for hierarchical clustering, which has
high computation complexity and produces a subopti-
mal solution. In contrast, spectral clustering has rela-
tive lower computation complexity and can produce a
global solution.
Searching for suitable model which can represent

short segments and enable a similarity and difference
measure between neighboring segments for clustering
represent an open search topic. Previous approaches
have been used to model each segment with a single
GMM model or I-vectors extracted from a Universal
Background Model (UBM) like it has been described in
[10]. Indeed, a Gaussian Mixture Model (GMM)
adapted from the UBM which has been used to form an
I-vector represents the state-of-the-art systems to rep-
resent segments. Generally, good results have been re-
ported using UBM/I-vector. In [11], deep neural
network (DNN) has been trained to construct UBM
and T-matrix in order to make the extracted I-vectors
better models of the underlying speech. This method
has shown capability to construct accurate models of
speech, even for short segments. This system has also
achieved a significant improvement on the NIST 2008
speaker recognition evaluation (SRE) telephone task
data compared to state-of-the-art approaches. In this
work, we have tried to optimize the clustering of the
extracted I-vectors using evolutionary algorithms (EAs),
and teaching-learning-based optimization (TLBO)
technique.
Speaker clustering based on feature vector distance

employs the distance of samples to measure the similar-
ity of two speech segments. Thus, a two-step clustering
based on Cross Likelihood Ratio (CLR) has been used by
some researchers at the aim to measure the similarity
between segments [10]. This approach has been shown
its effectiveness to resolve the problem of a single
Gaussian model describing the complex distribution of
the features. Also, in [12], Rand index has shown good
efficiency by reducing the overall clustering errors when
it has been used to measure the similarity between utter-
ances. During the agglomeration procedure, Bayesian In-
formation Criteria (BIC) can only make each individual
cluster as homogenous as possible, but it cannot guaran-
tee that the homogeneity for all clusters can finally be
summed to reach a maximum [12]. In this work, we
have used EAs at the aim to optimize the generated
clusters and the required number of clusters by estimat-
ing and minimizing the clustering validity indexes (cri-
teria). These metrics reflect the clustering errors that
arise when utterances from the same speaker are clus-
tered in different clusters or when utterances from dif-
ferent speakers are clustered in the same cluster. We
approximate the clustering validity index by a function
of similarity measures between utterances and then use
the EAs to determinate the cluster in which each utter-
ance should be located, such that function is minimized.
For the clustering stage, there are many techniques

used to regroup unlabeled dataset into groups of
similar objects called clusters. Indeed, the integration
of the evolutionary computation (EC) techniques by
researchers in object clustering has an objective to
develop clusters in complex dataset. In addition, the
EAs are general stochastic search methods which have
been at first applied in the biological world simulating
natural selection and evolution. Also, they are not
limited to keep only one solution for a problem, but
they are extended to conserve a population of poten-
tial solutions for a problem. Therefore, the EA algo-
rithms have many advantages compared to other
traditional search and classification techniques, such
as they need less domain-specific information and
they can be used easily on a set of solutions (they so-
called population). Also, the EA algorithms are so
popular in many fields of applications especially in
pattern recognition and they include many algorithms,
such as genetic algorithm (GA), particle swarm
optimization (PSO), evolution programming (EP),
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evolution strategies (ES), and differential evolution (DE)
algorithm. A common concept based on simulating the
evolution of the individuals that form the population using
a predefined set of operators is a shared concept by all
these algorithms. Therefore, the selection and search oper-
ators are the two kinds of operators commonly used. For
the mutation and recombination, they constitute the most
widely used search operators. To determine the optimal
number of clusters, the within-class distance (WCD), Da-
vies and Bouldin (DB), and contemporary document (CD)
clustering validity indexes have been used in this
work at the aim to provide global minima/maxima at
the exact number of classes in the dataset. Thus, the
quantitative evolution with global clustering validity
index permits a correction of each possible grouping.
For the evolution process, it starts by the domination
of the best solutions in the population and the elim-
ination of the bad ones. After that, the evolution of
solutions converges when the near optimal partition-
ing of the dataset is represented by the fittest solution
with the respect of the employed clustering validity
index. By this way, in only one run of the evolution-
ary optimization algorithm, the optimal number of
classes along with the accuracy cluster center coordi-
nates can be located. In fact, the performance of the
evolutionary optimization algorithm relies sharply on
the selection of the clustering validity index.
For the GA, it has been first applied in 1975 by Hol-

land [13] and it is well known in many application fields
as a new tool for complex systems optimization. Its main
feature is represented by its capability to avoid local
minima. Also, the GA is an unsupervised optimization
method which can be used freely without any constraint
to find the best solution. Therefore, it is the most popu-
lar EA and it is well known for resolving hard
optimization problems. The GAs have shown their best
performance in many application areas, such as pattern
recognition, image processing, and machine learning
[14]. Comparing GAs to EP and ES techniques, these
latter techniques have performed better than GAs for
real-valued function optimization. In the speaker diariza-
tion research area, there are some works recorded using
GA, such as that one in [15] where the GA has been ex-
plored to design filter bank in feature extraction method
destined for speaker diarization application. Also, in
[16], the feature dimension reduction has been made
through GAs in the objective to speed up speaker
recognition task. In this work, we have used both GA
binary and real-coded representations beside different
variation of the major control parameters like selec-
tion, crossover, and different distance measures of the
fitness function using WCD, DB, and CD clustering
validity indexes. These indexes have been also ex-
plored by PSO and DE algorithms.
Concerning the PSO algorithm, it is a population-
based stochastic optimization technique which has
been developed in [17, 18]. This algorithm simulates
the social behavior of bird stocking or fish schooling.
Its first applications have been performed to optimize
clustering results in mining tasks. Also, it has been
applied for clustering task in wireless sensor net-
works in which it has been shown its robustness
comparing to random search (RS) and simulated an-
nealing (SA) [19]. In addition, PSO algorithm has
been tested in document clustering and more com-
pact clusters has been generated by hybridizing PSO
algorithm with k-means comparing to the use of k-
means algorithm alone [20]. Therefore, the combin-
ation of k-means algorithm with PSO algorithm for
data clustering has demonstrated high accuracy and
fast convergence to optimum solution [21]. In
speaker diarization field, PSO algorithm has known
many applications, such as it has been used with mu-
tual information (MI) in multi-speaker environment
[22]. In 2009, PSO algorithm has been also used with
SGMM algorithm in text-independent speaker verifi-
cation, and good performance has been registered
using both algorithms compared to SGMM algorithm
alone [23]. In 2011, PSO algorithm has been
exploited to encode possible segmentations of an
audio record by computing a measure as a fitness
function of PSO algorithm between the obtained seg-
ments and the audio data using MI. This algorithm
has shown good results in all test problems effectu-
ated on two datasets which contain up to eight
speakers [22]. Moreover, an optimization of artificial
neural network (ANN) for speaker recognition task
using PSO algorithm has been performed and shown
an improvement in performance comparing to the
use of ANN algorithm alone [24]. Like other algo-
rithms, the global PSO algorithm has its drawbacks
which are summarized in its tendency to trapper in
local optimum under some initialization conditions
[25]. More information about the PSO variants as
well as about its applications can be found in [26,
27]. Concerning the DE algorithm, it needs little or
no parameter to tune for numerical optimization as
well as it has shown good performance [5]. Also, this
algorithm is characterized by its small parameters to
be determinate, high convergence speed, and hard-
ness to fall in local optimum [28]. The previous ap-
plications of this approach in real-world and artificial
problems have shown that it is superior to GA and
PSO algorithms in single objective, noise free, and
numerical optimization. One among few works which
have been carried out using DE algorithm in speaker
recognition applications has been oriented to
optimize GMM parameters [29]. In this work, GA,
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PSO, and DE algorithms have been applied and com-
pared to new TLBO optimization technique, which
has been used for automatic clustering of large un-
labeled dataset. Indeed, the TLBO technique does
not need any prior information about the data to be
classified, and it can find the optimal number of data
partitions in some iterations. Therefore, this algo-
rithm can be defined as a population-based iterative
learning and it possesses more common characteris-
tics than other EC algorithms. Indeed, this technique
has shown more improvement in convergence time
for solving an optimization problem in real-world
real-time applications compared to GA, PSO, DE,
and artificial bee colony (ABC) algorithms. In [30],
an investigation has been performed about the effect
of the introduction of the elitist concept in TLBO al-
gorithm on the performance. In addition, another in-
vestigation about the common controlling parameters
(population size and the number of generations) and
their effects on the performance of the algorithm has
been performed too. Moreover, the TLBO technique
has been used in [31] in order to optimize four truss
structures. In [32], the introduction of the concepts
of number of teachers, adaptive teaching factor, tu-
torial training, and self-motivated learning has been
proposed at the aim to improve the performance of
the TLBO algorithm. In [33], the θ-multi-objective
TLBO algorithm has been presented in the purpose
of resolving the dynamic economic emission dispatch
problem. Therefore, for the purpose of global
optimization problems, a dynamic group strategy has
been suggested in [34] in order to improve the per-
formance of the TLBO algorithm too. In addition,
the ability of the population has been explored in the
original TLBO technique by introducing a ring
neighborhood topology [35]. In [36], it has been con-
sidered that TLBO technique is one of the simplest
and most efficient techniques, as it has been empiric-
ally shown to perform well on many optimization
problems. From our knowledge, there is any work re-
corded in speaker diarization research area using
TLBO algorithm. More details about the basis TLBO
concept can be found in [37].
The remained sections of this paper are organized

as follows: In Section 2, we explain the different
components of our proposed model. Concerning the
next section, we discuss the experimental results. In
Section 4, we conclude our paper with fewer
discussions.

2 Overview of the methodology
Our model consists of many phases, and a detailed
description of each phase is given in the following
sub-sections.
2.1 Feature extraction (MFCCs)
Only the first 19 Mel Frequency Cepstral Coefficient
(MFCC) features have been used in the Speech Activity
Detector (SAD) module, speaker segmentation module,
and speaker clustering module. Beside these features, the
short-time energy (STE) and the zero-crossing ratio
(ZCR) plus the first- and second-order derivatives of
MFCCs have been employed in the SAD module. Also,
for the speaker segmentation, only 19 MFCCs and
short-time energy (STE) have been used, whereas in
the speaker clustering stage, the first- and second-
order derivatives of MFCCs have been added. The
frame sizes for the analysis windows were set to
30 ms with 20 ms frame overlap. For the sampling
frequency, it was set to 16 KHz.

2.2 SAD
This subsystem was used for both silence and music re-
moval modules. For the silence removal module, the si-
lence was suppressed from the whole audio recording
using energy-based bootstrapping algorithm followed by
an iterative classification. After the removal silence, the
identification of music and other audible no-speech
sounds from the recording have been performed using
music vs. speech bootstrap discriminator, which con-
sists to train music model from frames, which are
identified as music and have high confidence level.
Thus, the music model is refined iteratively. For both
silence and music removal modules, in order to avoid
the sporadic no-speech to speech transitions, only the
segments with more than 1 s duration has been con-
sidered as no-speech.

2.2.1 Silence removal
This phase has been performed by concatenating 19
MFCC features plus their first and second derivatives
with STE. Each frame has been attributed to silence or
speech classes according to a confidence value of energy.
Thus, the frames with 20%, the lowest energies are
called high-confidence silence frames, and the frames
with 10%, the highest energies are called high-
confidence speech frames. A Gaussian mixture of size
4 over the 60-dimensional feature space has been
used to train bootstrap silence model. The same size
has been also employed to train bootstrap speech
model using speech frames, which have high confi-
dence level of energy. An iterative classification is
employed to perform the frame classification into
speech or silence classes. The remained frames be-
tween these frames which have high confidence level
of energy have been used to train silence and speech
models at the next iteration. Increasing the number
of iterations engenders an increase in the number of
60-dimensional Gaussians employed to model the
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speech and silence GMMs till the maximum. The
Gaussian Mixtures Model (GMM) with 32 components for
the speech and 16 components for no-speech have been
given the best results for silence and pauses removal. Also,
the high-energy no-speech named the audible no-speech,
such as music and jingles, have been classified as speech
because the MFCCs and frames energy for music are more
similar to speech more than silence.

2.2.2 Music removal
The frames which have high confidence level from the
histogram of ZCR for music and from the histogram of
energy for the speech are used to train both music and
speech models in order to estimate their initial models.
Thus, only 40% of the highest zero-crossing rate frames
from the ZCR histograms are used as high-confidence
music frames and train the music model. After that, a
refinement of speech and music classes has been per-
formed in order to discard only music segments in the
iterative classification. Thus, this refinement is similar to
that performed in silence removal module. In this stage
(music removal), 19 MFCC features and their first- and
second-order derivatives concatenated with ZCR have
been used. Also, the STE has not exploited within the it-
erative classification process, and by its elimination, the
speech with background music which has been classified
as music has been changed to speech class.

2.3 Speaker segmentation
Growing window based on the delta Bayesian Infor-
mation Criteria (ΔBIC) distance has been used as a
speaker segmentation algorithm. It consists to make a
research of a single change point in each frame of
the audio recording. This research restarts from the
next frame each time when a single change point is
detected. In this case, the window size is initialized to
5 s, and for that frame, the distance ΔBIC is calcu-
lated. Indeed, a change point is declared as maximum
point if the maxima in the window exceed a thresh-
old value θ. In contrast, if there is no change point is
detected, then the window size is increased by 2 s
and the process is repeated till a change point is de-
tected. We have to remember here that we deal only
with speech frames as those no-speech are discarded
by the SAD module. Thus, the corresponding loca-
tions of change points in the original audio found in
these speech frames are declared as change points.
According to both broadcast diarization toolkits in

[38, 39], speaker segmentation is performed in two
phases: In the first one, a threshold value of zero is used
by the ΔBIC-based change detection, and in the second
one, the consecutive segments are merged when the
ΔBIC score is positive. So, we can sum up these two
phases in only one phase by considering maxima, which
are greater than a threshold θ. By this way, we can re-
duce significantly the over segmentation engendered by
the zero threshold ΔBIC-based segmentation. The ΔBIC
expression is given as follows:

△BIC xið Þ ¼ Nlog Σj j−N1 log Σ1j j−N2 log Σ2j j− λ

2
ðd þ d

2
d þ 1ð ÞlogN

ð1Þ

where Σ is the covariance matrix of the merged cluster
(c1 and c2), Σ1 of cluster c1, and Σ2 of cluster c2, and N1

and N2 are, respectively, the number of acoustic frames
in cluster c1 and c2, λ is a tunable parameter dependent
on the data. N =N1 +N2 denotes the size of two merged
clusters. In this speaker segmentation stage, only the 19
MFCC features have been used with their short time
energies.
2.4 I-vector extraction
The success of I-vectors has been reached the language
recognition [40, 41], and it is not only dedicated to
speaker diarization, clustering tasks, and speaker recog-
nition [42] ([2]). For the I-vector extraction, it is defined
as the mapping of high-dimensional space to low-
dimensional one named total variability space. The
mathematic expression of mapping the super vector X
to an I-vector x is given as follows:

X ¼ XUBM þ Tx ð2Þ

where XUBM denotes the Universal Background Model
(UBM) and T is the rectangular matrix called total variabil-
ity matrix. In this work, UBM is a diagonal covariance
GMM of size 512, and it is one-time computation. Indeed,
obtaining GMM for a segment is done by mean adapting
the UBM for the feature vectors of the concerned segment.
2.4.1 WCCN
The use of the within-class covariance (WCC) matrix to
normalize data variances has become widely dispread in
the speaker recognition field [41, 43]. The need to be
normalized for I-vectors which differ from one applica-
tion to another is due to its representation of a wide
range of the speech variability. Here, within-class covari-
ance normalization (WCCN) is set to accomplish this
task by penalizing axes which have high intra-class vari-
ance by making data rotation using decomposition of
the inverse of the WCC matrix. After the I-vectors
normalization, the different EAs and the TLBO tech-
nique have been applied in order to regroup the ex-
tracted I-vectors into an optimal number of clusters.
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2.5 Speaker clustering
2.5.1 EAs
Under EAs, we can find evolution strategies, pro-
gramming strategies, genetic programming, and evolu-
tionary programming. All of these algorithms share a
common structure based on simulating the evolution
of individual structures through the process of selec-
tion, mutation, and reproduction. This process relies
on the perceived performance of the individual struc-
tures as defined by the problem. The EAs start at
first by initializing the population of candidate solu-
tions, and then, new populations are created by ap-
plying reproduction operators (mutation and/or
crossover). After that, the fitness evaluation of the
resulting solutions is performed and the suitable se-
lection strategy is applied in order to determine
which are the solutions that will be maintained into
the next solution. The iteration of the EAs process is
performed as it is illustrated in the Fig. 1.
The algorithm of the EAs is given as follows:
Fig. 1 Flow chart of EAs
2.5.2 DE algorithm
This algorithm uses non-linear and non-differentiable
functions for optimization problems [44]. Indeed, differ-
ential evolution (DE) algorithm looks to optimize these
functions from a set of randomly generated solutions
using specific operators of recombination, selection, and
replacement. The different steps of the DE algorithm are
given below.

Concerning the PSO algorithm, more details about it
can be found in [45].

2.5.3 TLBO algorithm
The TLBO method is one of the population-based
methods, which relies on population of solutions to



Dabbabi et al. EURASIP Journal on Audio, Speech, and Music Processing  (2017) 2017:21 Page 7 of 15
reach the global one (solution). It has been used for
clustering tasks [46]. The main idea behind this
optimization method is to profit from the influence of a
teacher on the learners’ output in a class [47]. For this,
in this algorithm, the population is considered as a
group of learners. Concerning the optimization algo-
rithms, the population is composed of different design
variables, while for the TLBO approach, different design
variables are similar to different subjects that are sug-
gested to learners. Thus, concerning the learners’ result
here, it is similar to the “fitness” like in other
population-based optimization techniques. In TLBO al-
gorithm, the best solution obtained so far is considered
to be given by the teacher.
The TLBO technique consists of two phases: the first

one is the “teacher phase” and the second one is the
“learner phase.” Concerning the teacher phase, it con-
sists to make learning from the teacher, and concerning
the learner phase, the learning is made via the inter-
action between learners.

2.5.3.1 Teacher phase The main idea behind this phase
is to consider a teacher as the knowledgeable person in
the society who transfers his knowledge among learners,
which can contribute to increase the knowledge level of
the entire class and allows learners to get good marks or
grades. So, the mean of the class is increased by the
teacher’s capability, i.e., moving the mean M1 towards
the teacher’s level is performed according to the capabil-
ity of the teacher T1, which enables to increase the
learner’s level into a new mean M2. Also, the student’s
knowledge is increased according to his quality in the
class and to the teaching quality given by the teacher
T1. Changing the student’s quality from M1 to M2 is re-
lied on the effort of the teacher T1. Consequently, the
student at the new level needs a new teacher T2 who
has more quality than him [45].
Let us consider Mi the mean and Ti the teacher at any

iteration. Trying to move Mi by the teacher Ti towards
its own level engenders consequently the creation
of Mnew, which is a design of the new mean Ti. The solu-
tion update is performed according to the difference be-
tween the existing and new mean, and it is given by the
following expression:

Differencemeani ¼ ri Mnew−TFMið Þ ð3Þ

where TF is the teaching factor which is responsible for
taking the decision about the mean value to change,
and ri is the random number in the range [0 1]. Also,
the value of TF can be either 1 or 2, which is again a
heuristic step or it is decided randomly with equal
probability as:
TF ¼ round 1þ rand 0; 1ð Þ � 2−1ð Þ½ � ð4Þ

This subtraction modifies the existing solution, and it
depends on the following expression:

Xnew;i ¼ Xold;i þ Differencemeani ð5Þ

2.5.3.2 Learner phase Increasing the learners’ know-
ledge is performed from the teacher through an input
and via the interaction between learners themselves.
Each learner has a randomization interaction with other
learners with the assistance of group discussions, presen-
tations, formal communication, and others. Each time
that the learner’s knowledge is less than the knowledge
of another one, then the learner will learn something
new [45]. Thus, the modification in the learner is given
by the following algorithm:

2.6 Statistical clustering criteria
The measure of the partition’s adequacy is performed by
different statistical criteria, which allow a comparison
through different partitions. Other transformations can
be usually involved by these criteria, such as the trace or
determinant of both pooled-within groups scatter matrix
(W) and between groups scatter matrix (B). The pooled-
within scatter matrix (W) is expressed as follows:

W ¼
Xg

k¼1
Wk ð6Þ

where Wk denotes the variance matrix of the objects’
features allocated to cluster Ck(k = 1,…, g). Therefore, if
Xl kð Þ designs the lth object in cluster Ck and nk, the num-
ber of objects in cluster Ck, then:
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Wk ¼
Xnk
l¼1

nk x kð Þ
l −x kð Þ

� �
x kð Þ
l −x kð Þ

� �′
ð7Þ

Where, x kð Þ ¼ Pnk
l¼1xl kð Þ

� �
=nk is the vector of the cen-

troids for cluster Ck [48]. In this work, we have used the
trace of the pooled-within groups scatter matrix (W) as
a distance measure of the fitness function and it is de-
noted by WCD. Also, the computation of the fitness
function has been carried out according to distance
measures using DB and CS indexes as clustering validity
index.

2.6.1 DB index
The minimization of the average similarity between each
cluster and the one most similar to it is performed by
this clustering validity index, which is defined as [49]:

DB ¼ 1
K

XK

k¼1
max

diam Ckð Þ þ diam Ckkð Þ
dist Ck ;Ckkð Þ

� �
ð8Þ

with kk = 1 ,… , K and k ≠ kk.
Where, diam denotes the perfect diameter which is de-
fined as the inter-cluster and intra-cluster distance of Ck

and Ckk clusters.

2.6.2 CS index
The Constructability Score (CS) Index measures the par-
ticle’s fitness, and it is defined such as [50]:

CS Kð Þ ¼
1
T

P
i¼1
T 1

Ni

P
xj∈Ci xk ∈Ci

max dðxj; xk
� 	n o

1
T

P
i−1

T min dðZi;Zj
� 	
j∈T ; j≠i




¼
P

i−1
T 1

Ni

P
xj∈Ci xk ∈Ci

max dðxj; xk
� 	n o

P
i¼1
T min dðZi;Zj

� 	
j∈T ; j≠i




ð9Þ

Zi ¼ 1
Ni

X
xj∈Ci

xj; i ¼ 1; 2;…T ; d xj; xk
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNd

p¼1

xjp−xkp
� �

2

vuut ð10Þ

Where Zi denotes the cluster center of Ci, Ci designs the
set whose elements are the data points attributed to the
ith cluster, Ni the number of elements in Ci, and d de-
signs a distance function.
The CS measure is also a function of the ratio of the

sum of within-cluster scatter between-cluster separ-
ation [45]. In order to reach proper clustering results
for the PSO algorithm, this measure (CS measure) has
to be minimized. Consequently, the computation of the
fitness function for each individual particle is expressed
as follows:
F ¼ 1
CSi þ eps

ð11Þ

where CSi is the CS measure computed for the ith par-
ticle, and eps is a very small-valued constant.

3 Experiments and analysis
3.1 Evaluation criteria
The evaluation of speaker diarization is an optimal
measure obtained by mapping one-to-one of the ref-
erence speakers’ identities (IDs) and the hypothesis
ones. The first metric for this task is concerned with
the speaker match error, which corresponds to the
fraction of speaker’s time, which is attributed incor-
rectly to the correct speaker, obtaining consequently
the optimum speaker mapping. The second metric is
the overall speaker diarization error rate (DER),
which involves the missed and false alarm speaker
times. This metric is defined in absence of overlap-
ping such as:

DER ¼ E1þ E2þ E3 ð12Þ

where E1 ¼ missed speech time
S � 100, E2 ¼ false alarm speech time

S � 100,
and E3 ¼ incorectelly labelled speech time

S � 100

Where, s is the total speech time. For E3, it is engen-
dered by errors in both speaker segmentation and clus-
tering stages, and it is often named speaker error
(SPK_ERR). The illustration of these measures is given
in Fig. 2.
The performance analysis of the speaker clustering

methods involves also the average frame-level cluster
purity as well as the cluster coverage [51]. For the
speaker purity performance, it is calculated as the
number of frames by the dominant speaker in a clus-
ter divided by the total number of frames in the clus-
ter. Concerning the cluster coverage, it takes into
consideration the dispersion of a given speaker data
across clusters and it is given by the percentage of
speaker’s frames in cluster, which contain most of the
speaker data [52]. The purity of a cluster pi is given
as follows:

pi ¼
XNs

j¼1

n2ij
n2i

ð13Þ

where nij is the total number of frames in cluster i
spoken by speaker j, ni is the total number of frames in
cluster i, and Ns is the total number of speakers. The
average cluster purity (acp) is defined as follows:



Fig. 2 Example of performance measures for speaker diarization task used in the NIST RT-04F evaluations
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acp ¼ 1
N

XNc

i¼1

pi:ni ð14Þ

Where N is the total number of frames for the speaker
purity pj and for the average speaker purity (asp), which
are respectively defined as:

pj ¼
XNc

i¼1

n2ij
n2j

ð15Þ

and

asp ¼ 1
N

XNs

j¼1
pj:nj ð16Þ

Where nj is the total number of frames spoken by
speaker j and Nc is the total number of clusters.
Table 1 The best parameters setting given the best cost solution fo

GA parameters

Maximum number of iterations = 200

Population size(nPop) = 100

Crossover percentage = 0.7

Number of offsprings (nc) = 2*round(pc*nPop/2)

Mutation percentage (pm) = 0.3

Number of mutants (nm) = round (pm*nPop)

Mutation rate (mu) = 0.02

Selection pressure (beta) = 8

Gamma = 0.2

DE parameters

Maximum number of iterations (MaxIt) = 200

Population size (nPop) = 50

Lower bound of scaling factor (beta_min) Crmin = 0.2

Upper bound of scaling factor (beta_max) Crmax = 0.8

Crossover probability (pCR) = 0.2

TLBO parameters

MaxIt = 1000; nPop = 50; TF = 1
We can mention here that good measure limitation of
a speaker to belong to only one cluster is given by asp
and good measure limitation of a cluster to be assigned
to only one speaker is given by acp [52]. So, we have
used an overall evaluation criterion which is the square
of the product of these two factors such as:

K ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
asp� acp

p ð17Þ

It is important to mention that the DER values ob-
tained in all experiments of this work are the overall dia-
rization error rates which can be calculate as the
averages of the individual DER per episode multiplied by
the duration of the episode.
Also, the segments obtained after segmentation should

contain a single speaker and give the correct speaker
r all proposed algorithms

PSO parameters

Constriction coefficients

phi1 = 2.05, phi2 = 2.05
phi = phi1 + phi2

chi = 2/(phi-2 + sqrt(phi^2-4*phi))

Inertia weight w = chi

Inertia weight damping ratio (wdamp) = 1

Personal learning coefficient (c1) = chi*phi1

Global learning coefficient (c2) = chi*phi2

Velocity maximal = 0.1*(VarMax-VarMin)

Velocity minimal = − VelMax

VarMin = − 10; VarMax = 10



Table 3 DER results obtained using ILP clustering algorithm

BIC criterion

λ = 1
ϴ = 0

λ = 1
ϴ = 1000

λ = 1
ϴ = 2000

λ = 10
ϴ = 0

λ = 10
ϴ = 1000

λ = 10
ϴ = 2000

ILP 31.52 23.67 12.35 33.41 16.54 16.10
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turns at their boundaries. In fact, there are many kind of
errors attached to speaker turns detection which can be
recognized. In our work, we have used PRC, RCL, and F
as assessment measures. For the first two, they are de-
fined as:

RCL ¼ number of correctly found turns
total number of correct turns

ð18Þ

PRC ¼ number of correctly found turns
total number of turns found

ð19Þ

In the purpose of evaluation of the segmentation qual-
ity, F has been used as a measure combination of RCL
and PRC of change detection. Thus, F is defined such as:

F ¼ 2� RCL� PRC
RCLþ PRC

ð20Þ

3.2 NDTV evaluation corpus
The experiments presented below for speaker diarization
have been developed on MATLAB and have been tested
on the News database (NDTV). The development data-
base (NDTV) contains 22 episodes of the Hindu news
Headlines Now Show from the NDTV news channel. It
includes English new reading of a length of 4 h and
15 min with Indian accent, and it was manually annotat-
ing. The dominant speaker in the episodes is the anchor
as he takes more much time talking than other speakers.
Also, across all episodes, the anchors differentiate to
each another. The announcement of the headlines is ac-
companied with music in the background, which is a
common point in all episodes. In addition, the speaker
in a single episode is labeled by its genre, background
environment (clean, noise, or music), and identity (ID).
Therefore, the silence segment length varies from 1 to
5 s, and there is no advertisement jingles presented in
the dataset. For the silence, noise, speaker’s pauses, or
music, they are labeled as no-speech, which represents
7% of the total recording. Thus, the annotation of the
speaker overlap has been performed with the most dom-
inant speaker in the overlap.
Table 2 SAD results obtained using: silence removal module
alone, music removal module alone, and by cascading both
modules

Error MSR FASR Total
SADmethod

Silence removal 1.37 3.31 4.68

Music removal 1.42 5.62 7.04

Cascade 2.79 8.93 11.72
3.3 Implementation and parameter setting
The parameter setting, which has given the best cost so-
lution for all implemented algorithms, is given in
Table 1.

3.4 Results
The Speech Activity Detector (SAD) has been imple-
mented by cascading the silence removal module to the
music removal module. This implementation has been
shown an improvement in both missed speech ratio
(MSR) and false alarm speech ratio (FASR) comparing
to the implementation of each module alone. Indeed, the
implementation of the silence removal module alone or
the music removal module alone engenders high false
alarm rate. The results obtained for both cases are sum-
marized in Table 2.
Beside the evolutionary and TLBO algorithms, our

model has been tested with the well competitive algo-
rithm in speaker diarization, which is the Integrated Lin-
ear Programming (ILP) algorithm. Table 3 exhibits the
different DER values obtained with ILP algorithm for
different Bayesian Information Criteria (BIC) parame-
ters. Here, the best DER values have been reached with
high λ and θ values. In contrast, the low values of these
parameters have led to high DER values. Thus, the latter
parameter setting engenders an over segmentation,
which due to the increase of the average duration of seg-
ments, which is caused by increasing the θ value.
Also, our model has been tested with hierarchical ag-

glomerative clustering (HAC) and ILP algorithms using
GMM and I-vectors as speaker models. The best results
in this test have been obtained with ILP-I-vector cluster-
ing as it is mentioned in Table 4. This proves the super-
iority of ILP clustering compared to HAC method.
Therefore, our model has been tested using different

evolutionary algorithms (EAs) with specificity for GA al-
gorithm for which we have made different variation in
its control parameters such as the selection and cross-
over, as well as the clustering validity index. The
Table 4 Best DER result obtained for both speaker models and
clustering algorithms

Clustering algorithm

Speaker model HAC ILP

GMM 19.45 17.15

I-vectors 16.95 16.10



Table 5 DER results for GA algorithm obtained using DB and CD clustering validity indexes, with different selection, and the DER
results obtained with “sphere” cost function for both GA-based binary representation and GA-based real-coded representation

ACP % ASP % DER %

GA-based binary representation Random selection 93.54 98.13 14.62

Roulette wheel selection 92.72 88.14 14.8

Tournament selection 90.37 86.16 14.4

Ga-based real-coded represention Roulette wheel selection 91.32 87.63 14.3

Tournament selection 90.17 85.90 14.19

Random selection 89.35 85.75 14.35

GA with DB and CD indexes Roulette wheel selection DB index 94.36 91.60 14.19

CD index 95.17 92.85 14.12
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computational cost in this section is given by the object-
ive function, which has reached the best cost solution.
From Tables 5 and 6, we can mention that the CD index
is the best clustering validity index, which has reached
the best results for GA algorithm in terms of ACP, ASP,
and DER comparing to those obtained with DB and
WCD indexes. This is due to the best cost solution
reached by this index comparing to other ones. In
addition, the GA algorithm with CD index has exceeded
in the achieved results of both GA-based binary repre-
sentation and GA-based real-coded representation using
“sphere” as a cost function. From Table 6, we can also
show that the single-point crossover and the double-point
crossover are the best crossover modes, which have led to
good results for GA algorithm using WCD index. For
the selection, in some cases, the Roulette wheel selection
seems the best kind of selection, and in other ones, the
tournament selection is the best one.
Also, the DE algorithm is the best EAs in terms of

DER, ACP, and ASP results in which it contributes to
obtain the lowest values, and this is in virtue of the CD
index. But, comparing DE algorithm to TLBO technique,
the best DER, ACP, and ASP values have been obtained
by the TLBO technique as it is mentioned in Table 7.
From the Fig. 3b, we can show the domination of the

TLBO algorithm compared to other algorithms in terms
of indexing results (K) in which it has reached the best
value (97.12%). In addition, for the same evaluation, the
CD index is better than DB index using both GA and
Table 6 DER results obtained for GA algorithm with WCD index, usi

Crossover/selection type Roulette wheel selection

Uniform crossover ACP 92.44
ASP 88.73
DER 14.52

Single-point crossover ACP 91 87
ASP 88.66
DER 14.25

Double-point crossover ACP 92.27
ASP 90.26
DER 14.22
DE algorithms (Fig. 3a) and its best result has been
achieved with DE algorithm (95.12%). Therefore, for dif-
ferent selection and crossover combinations using GA
algorithm, the Roulette wheel selection used with
double-point crossover is the best combination, which
has succeed to reach the best indexing results (K)
(91.25%) (Fig. 3c). Also, we have to mention here that
the different indexing results (K) have been obtained
with different WAV files, which contain a number of
speakers ranged between three and five speakers.
Concerning the segmentation results (F), our system

has been evaluated using GA algorithm with DB index,
DE algorithm with CD index, PSO algorithm, and TLBO
algorithm. This evaluation has been performed on WAV
files, which contain between three and five speakers. As
it is shown in Table 8, the TLBO algorithm remains the
best in terms of segmentation results compared to other
algorithms. Indeed, it has reached the best average seg-
mentation scores (F) with the WAV files, which contain
either three or five speakers (98.45 and 97.84, respect-
ively). Also, we can see clearly here that increasing the
number of speakers in the audio files decreasing conse-
quently the segmentation results. In fact, the record in
terms of best results reached by the TLBO algorithm has
been achieved in virtue of SAD which has contributed
sharply to decrease the percentage of both missed and
false speech alarms.
To look for the efficiency of our proposed system, we

have tested it on two datasets of News Broadcast shows,
ng different selection as well as different crossover modes

Tournament selection Random selection

ACP 92.41
ASP 88.53
DER 14.5

ACP 91.62
ASP 88.98
DER 14.67

ACP 90.65
ASP 87.63
DER 14.38

ACP 89.52
ASP 87.14
DER 14.43

ACP 91.35
ASP 88.87
DER 14.35

ACP 91.83
ASP 89.43
DER 14.32



Table 7 ASP, ACP, and DER results obtained using PSO and DE algorithms with different selection modes and with different
clustering validity indexes (DB and CS indexes). Also, ASP, ACP, and DER results are obtained using TLBO algorithm

ACP % ASP % DER %

PSO algorithm Roulette wheel selection 93.54 89.13 14.62

Tournament selection 92.72 88.14 14.8

Random selection 90.37 86.16 14.4

DE algorithm Roulette wheel selection 91.32 87.63 14.3

Tournament selection 91.87 88.66 14.25

Random selection 90.54 88.48 14.37

Roulette wheel selection DB index 95.35 91.35 13.87

CD index 96.88 93.40 13.72

TLBO algorithm 98.63 95.65 13.27
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which are RT-04F and ESTER datasets. We have per-
formed a comparison between the best proposed algo-
rithm in this work, which is the TLBO algorithm and
the multi-stage portioning system proposed in [53]. This
system used BIC-based agglomerative clustering (AC)
Fig. 3 a Indexing results (K) obtained using GA and DE algorithms with DB
and TLBO algorithms. c Indexing results (K) obtained using GA algorithm w
followed by another clustering stage of GMM-based
speaker identification as well as a post-processing stage.
Indeed, the proposed system in [53] is composed of
baseline portioning system (c-std), speaker identification
system (c-sid) (with threshold δ), and agglomerative
a

b

c
and CD indexes. b Indexing results (K) obtained with GA, PSO, DE,
ith different crossover modes



Table 8 Segmentation results using NDTV dataset

Number of
speakers

File duration F

GA PSO DE TLBO

3 10 mn 96.4 97.1 97.3 97.62

10 mn and 2 s 96.75 97.12 97.42 97.84

10 mn and 33 s 97.3 97.85 98.32 98.45

Average 96.81 97.35 97.54 97.97

5 10 mn 95.52 97.32 97.12 97.54

10 mn and 2 s 95.95 97.32 97.26 97.69

10 mn and 33 s 95.3 97.65 98.00 98.30

Average 95.59 97.26 97.46 97.84

Table 9 Performance results of TLBO algorithm, c-bic, c-sid, and
p-asr systems obtained on the RT-04F and ESTER datasets. Scores
are given for missed speech (MS), false alarms (FA), speaker errors
(SPK), and overall diarization error rate (DER). #REF and #Sys are,
respectively, the reference and system speaker number

RT-04F dev1 dataset

System Method #Ref #Sys MS FA SPK Overall
DER

Dev1 c-sid 121 161 0.4 1.3 5.4 7.1

TLBO
algorithm

121 161 0.383 1.116 5.75 7.249

Show ABC 27 35 1.4 1.1 12.2 14.7

VOA 20 22 0.2 1.1 2.1 3.4

PRI 27 29 0.1 0.8 2.7 3.6

NBC 21 30 0.1 0.9 11.5 12.5

CNN 16 19 0.4 1.2 5.4 7.0

MNB 10 13 0.1 1.6 0.6 2.3

Dev2 c-sid 90 130 0.5 3.1 4.1 7.6

TLBO
algorithm

90 130 0.516 3.083 4.216 7.725

Show CSPN 3 4 0.2 2.8 0.1 3.1

CNN 17 20 0.6 4.1 4.9 9.6

PBS 27 28 0.1 2.6 7.2 10.0

ABC 23 26 2.1 6.7 12.1 20.9

CNNHL 9 15 0.0 1.4 0.3 1.7

CNBC 11 16 0.1 0.9 0.7 1.7

RT-04F dev2 dataset

c-bic – – 0.4 1.8 14.8 17.0

c-sid
(δ = 0.1)

– – 0.4 1.8 6.9 9.1

p-asr – – 0.6 1.1 5.2 7.6

TLBO
algorithm

– – 0.6 1.8 7.8 10.2

ESTER development dataset

c-bic – – 0.7 1.0 12.1 13.8

c-sid
(δ = 1.5)

– – 0.7 1.0 9.8 11.5

TLBO
algorithm

– – 0.6 1.0 9.7 12.3

Post-evaluation result on ESTER dataset

c-sid
(δ = 2.0)

– – 0.7 1.0 7.4 9.1

Table 10 Benchmark function

Function Formula Range Optima

Sphere F1 xð Þ ¼ PD
i¼1x

2
i [− 100, 100] 0

Dabbabi et al. EURASIP Journal on Audio, Speech, and Music Processing  (2017) 2017:21 Page 13 of 15
clustering system based on BIC (c-bic) as well as an
automatic speech recognition system with post-
processing (p-asr), which has been proposed in [54].
As it is showed in Table 9, we can say that the
TLBO technique has been succeeded to reach com-
petitive performance results on both datasets com-
pared to those algorithms used in [53]. Indeed, on
the dev1 dataset, the c-sid system has reached the
best overall DER value (7.1%) compared to the
TLBO algorithm (7.249%). Also, this system (with
also p-asr system) has exceeded the TLBO algorithm
on the dev2 dataset in terms of overall DER result
in which it has reached the best value (7.6%). In
addition, the best overall DER value (11.5%) has
been achieved by c-sid system (with a threshold
δ = 1.5) on the ESTER dataset against 12.3% for the
TLBO algorithm. Therefore, using post-evaluation on
ESTER dataset, the c-sid system (δ = 2.0) has suc-
ceeded to reach good overall DER result (9.1%). We
can mention from Table 9 that the speaker errors
(SPK) have been increased by increasing the number
of speakers in the audio files as it is clearly demon-
strated by the high SPK values (12.2 and 11.5%) ob-
tained with ABC and NBC audio files, respectively.
Consequently, the high SPK values contribute sharply
to obtain high overall DER values. Concerning the
missed speech (MS) values, they are so low in all
tests performed on both RT-04F and ESTER data-
sets, while the false alarm (FA) values obtained on
the same datasets are quiet high.

4 Conclusions
In this paper, we have used the EAs and teaching-learning-
based optimization technique (TLBO) in the speaker clus-
tering stage for speaker diarization of broadcast news. We
have evaluated the proposed model on NDTV database
which consists of different speakers. The results have dem-
onstrated the high performance of the TLBO algorithm in
terms of ASP, ACP, and DER results comparing to different
EAs using different clustering validity indexes (CD, WCD,
and DB indexes) and to ILP algorithm. Future work may
consist of more improving of the evaluated performances
by making hybridization between TLBO technique and
EAs with k-means algorithm (Table 10).
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