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Abstract

the information loss in retrieved watermarked image.

In this paper, a robust and highly imperceptible audio watermarking technique is presented based on discrete cosine
transform (DCT) and singular value decomposition (SVD). The low-frequency components of the audio signal have
been selectively embedded with watermark image data making the watermarked audio highly imperceptible and
robust. The imperceptibility of proposed methods is evaluated by computing signal-to-noise ratio and by conducting
subjective listening tests. The robustness of proposed technique is evaluated by computing bit error rate and average
information loss in retrieved watermark image subjected to MP3 compression, AWGN, re-sampling, re-quantization,
amplitude scaling, low-pass filtering, and high-pass filtering attacks with high data payload of 6 kbps. The
information-theoretic approach is used to model the proposed watermarking technique as discrete memoryless
channel. The Shannon’s entropy concept is used to highlight the robustness of proposed technique by computing
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1 Introduction

The rapid developments in the field of digital audio tech-
nology have increased the ease to store, distribute and
reproduce the audio files. This leads to an inherent secu-
rity risk of illegal data usage and copyright violation. The
digital audio watermarking technique provides a promis-
ing solution to protect such copyright violation [1]. The
digital watermark is a check to illegal copying of data and
identifies the copyright infringement [2].

Digital audio watermarking is the process of embedding
owner’s signature or copyright information in audio signal
(cover media). The watermark data can be text or image
(logo) and can be utilized for protection of copyright,
authentication, and deterrent illegal copying of audio files
[3]. The performance of audio watermarking techniques
is evaluated on three major categories: imperceptibility,
robustness, and payload as shown in Fig. 1.

Imperceptibility The quality of the audio signal to be
restored after adding watermark. The imperceptibility is
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quantified by signal-to-noise ratio (SNR) and by conduct-
ing subjective listening test.

Robustness It reflects the ability of correctly retrieving
the watermark bits, with and without attack. The robust-
ness is evaluated by computing the bit error rate and
average information loss (AIL) considering various signal
processing attacks.

Payload The embedding capacity of watermarking algo-
rithm defines the payload. It represents the number of bits
embedded per second in original audio signal.

The audio watermarking techniques have been classi-
fied into time domain and frequency domain. The time-
domain techniques mainly utilize least significant bit
(LSB) substitution and echo-hiding techniques. In LSB
technique, the audio signal is sampled at 8 or 16 kHz and
divided into frames, and the LSB of each frame is replaced
by the watermark bit [4]. To increase the robustness
and imperceptibility, various modifications in LSB tech-
nique have been proposed by changing the embedding
positions. The time-domain watermarking techniques are
found in [5-11]. Generally, time-domain watermarking
techniques are simple and less complex but suffers with
low robustness [12, 13].
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Fig. 1 Performance evaluation factors for audio watermarking
techniques

In frequency domain audio watermarking techniques,
various transforms such as discrete wavelet transform
(DWT), fast Fourier transform (FFT), modified discrete
cosine transform (MDCT), and cepstral coefficient trans-
forms are used, and the watermark bits are embedded in
the transform coefficients [3, 14—17]. Different transforms
are cascaded to increase the robustness and impercepti-
bility of the audio watermarking techniques.

In [18],a DWT-DCT based audio watermarking scheme
is proposed where the watermark bits are embedded
in the low-frequency components by adaptive quanti-
zation technique. The multiresolution characteristics of
DWT and energy compaction characteristics of DCT are
explored for increasing the robustness of the watermark-
ing scheme. In [19], lifting wavelet transform (LW T) and
QR decomposition-based audio watermarking scheme is
presented. The watermark is embedded using quantiza-
tion of transform coefficients to increase the robustness
of the watermarking scheme. A DCT-based data-hiding
technique is presented in [20], where the DCT coefficients
are modified using a scaling factor, to embed the data bits.
In [21], speech bandwidth extension-based audio water-
marking method is presented where time-domain and
frequency-domain parameters of high-frequency speech
signal are embedded in the narrow-band speech. In [22],
watermark bits are embedded adaptively by performing
SVD transform on short-time Fourier transform (STFT)
coefficients of original audio. In [23], to increase the pay-
load and robustness of the audio watermarking technique,
the watermark bits are embedded in the off-diagonal
elements of singular matrix obtained by decomposing the
DWT coefficients using SVD.
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In [24], SVD-based blind audio watermarking tech-
nique is proposed. The audio signal is divided into non-
overlapping frames followed by the SVD operation. The
binary watermark image is inserted in the singular matrix.
The watermarking scheme is tested against various signal
processing attacks. In [3], the audio signal is divided into
short frames after computing the FFT. The watermark
bits are embedded in the audio signal by modifying the
FFT samples using Fibonacci numbers. The watermark-
ing technique provides the robustness against common
signal processing attacks with high payload capacity. A
DW'T and rational dither modulation-based audio water-
marking technique is presented in [25]. The watermark
bits are embedded in the 5th-level approximation subband
to increase the robustness. The scheme provides robust-
ness against various signal processing attacks with lower
payload capacity.

In [26], SVD- and QIM-based adaptive watermarking
scheme is presented for stereo audio signals. The audio
signal is transformed into frequency domain, and multi-
channel SVD operation is performed to obtain the sin-
gular values. The watermark is embedded in the singular
values using QIM scheme. In [27], energy-balanced vec-
tor modulation scheme is proposed for embedding the
watermark bits in the DWT coefficients. The spectral
shaping filters are incorporated to reduce the error spec-
trum. In [28], a DWT and lower upper (LU) factorization-
based audio watermarking technique is presented with
high payload capacity. The audio signal is divided into
small samples, and the genetic algorithm is used to
find the sample for hiding. LU decomposition is used
to hide the watermark bits in the 5th-level DWT low-
frequency components. In [29], DWT-DCT-based audio
watermarking technique is presented. The audio signal is
decomposed using multilevel DWT where, 1st—9th detail
subbands are used for embedding the watermark and
11th approximation subband is used for inserting syn-
chronization data. The watermark is embedded in DCT
coefficients of detailed subbands using rational dither
modulation scheme. In [30], adaptive mean modulation
(AMM)-based speech watermarking technique in DWT
domain is proposed. The watermark bits and synchro-
nization codes are embedded in 2nd-level approxima-
tion and detail subbands, respectively. QIM is used for
embedding the watermark bits in DWT coefficients of
voiced frames, by adaptively changing the quantization
steps. In [31], a DWT-SVD-QIM-based audio watermark-
ing technique is presented for stereo audio signals. The
2nd-level approximation DWT coefficients of original
audio signals are decomposed by SVD transform, and
watermark bits are embedded in singular matrix using
QIM. The watermark image is encrypted using Arnold
chaotic map algorithm before embedding in the orig-
inal audio signal. In [32], a blind audio watermarking
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algorithm is presented using DWT-DCT transform. The
fourth-level detail coefficients of original audio signal are
decomposed using DCT. The watermark is embedded
by modifying the average amplitude of DCT coefficients.
It has been found in literature that, frequency domain
watermarking techniques can achieve high robustness and
imperceptibility [12].

In this paper, we propose a robust audio watermark-
ing technique using DCT and SVD decomposition. In
the proposed technique, the audio signal is sampled into
short frames and the frames are identified as voiced and
unvoiced frames by computing short-time energy (STE)
and zero-crossing count (ZCC). The frames having high
STE and low ZCC are marked as voiced frames, and the
DCT coefficients are obtained for such frames. These
coefficients are arranged in matrix form, and SVD opera-
tion is performed on these matrices. The watermark bits
are embedded into the non-diagonal elements of singu-
lar matrix obtained by SVD operation to achieve high
robustness and payload.

To the best of our knowledge, this is the first image-
in-audio watermarking technique based on DCT-SVD
transform in low-frequency audio frames. The novelty of
this paper comes from modifying and testing of an image
watermarking-based DCT-SVD [33] approach for audio
watermarking and providing a statistical frame work to
quantify the loss of entropy from watermark image under
various signal processing attacks. Embedding watermark
bits in low-frequency voiced frames increases impercep-
tibility and robustness against signal processing attacks,
compared to the fragile approach of embedding in all
frames of the original audio signal. The experimental
results show that the proposed method provides high
embedding capacity of 6 kbps, and robustness against
common signal processing attacks by limiting the BER
to < 0.3% even for strong perturbations. We propose a
new metric called average information loss (AIL) from
watermark image due to signal processing attacks, based
on statistical measures. The complete watermarking tech-
nique is modeled mathematically as a discrete memoryless
channel (DMC), and Shannon’s average information is
computed to check the loss of information.

The rest of the paper is organized as follows: Section 2
gives introduction about extraction of STE and ZCC,
to mark voiced and unvoiced frames followed by pro-
posed embedding and extraction procedure. Experimen-
tal results for robustness, imperceptibility and payload are
presented in Section 3. Section 4 includes the conclusions
of the proposed work.

2 Proposed technique

In this work, the audio signal used for experimentation
is speech signal. Generally, the speech signal has been
classified into voiced and unvoiced parts. The voiced
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part of speech consists of high-energy and low-frequency
component whereas the unvoiced part of speech con-
tains low-energy and high-frequency component [34].
The voiced frames are selected for embedding water-
mark bits because the distortion created in high-energy
frames are less audible compared to low-energy frames.
Further, the modification in DCT coefficients of high-
energy frames introduces minimal distortion compared
to low-energy frames and hence provides better scope of
embedding the watermark.

The embedding and extraction of proposed watermark-
ing technique is presented in this section. The proposed
audio watermarking technique consists of three main pro-
cedural blocks: frames marking/separation block, embed-
ding block, and extraction block.

2.1 Frames marking/separation
In the proposed method the audio frame is marked as
voiced frame when the STE is high and ZCC is low. In con-
trast, when the STE is low and ZCC is high, the frame is
marked as unvoiced frame [35].

The flow chart to separate voiced and unvoiced frames
using STE and ZCC is shown in Fig. 2. The speech sig-
nal is sampled at 8 kHz and divided into non-overlapping
frames having L samples per frame. The STE and ZCC are
computed using Egs. 2 and 3, respectively.

Speech Signal

!

Hamming Window

I
Short time Zero Short Time
Crossing Count Energy (STE)
(zCO)

IfZCC s
small and
STE is high

No
v

Unvoiced

Voiced Speech

Speech

Fig. 2 Voiced and unvoiced separation
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2.1.1 STE
The short-time energy of speech signal reflects the ampli-
tude variation in it. The sampled speech signal is divided
into number of frames by multiplying with Hamming win-
dow function. Individually, in each frame, the square of
every sample is added together to get STE. The Hamming
window function w(#n) used in the proposed technique for
dividing the speech audio signal into frames is given in
Eq. 1:

0.54—0.46c0s 24

wn) = {0

for 0<n<L-1
Otherwise (1)

and if s(n) represents a signal, then the short-time energy
E,, is given by Eq. 2

Ep =Y {s(mw(m —m)}* (2)

2.1.2 ZCC
The ZCC counts the number of times the signal crosses
the zero of the time axis in each frame, which basi-
cally reflects frequency. As voiced speech contains low-
frequency components, the ZCC for voiced signal will be
considerably lower than its unvoiced counterpart. The DC
offset is removed before calculating the ZCC. Consider a
frame of speech signal s[ #] containing L samples, then the
ZCC is given by Eq. 3:
L-1
ZCC =) 0.5|sign(s[n]) — sign(s[n — 1])| 3)
n=0
where
. if
signsln) = {7 Sz,
The threshold values of STE and ZCC for marking
voiced and unvoiced frames are made available at receiv-
ing end to correctly decode the watermark image. After
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separating the voiced and unvoiced frames from the orig-
inal audio signal, DCT and SVD of voiced frames are
computed for embedding the watermark bits as explained
in the next subsection.

2.2 Embedding procedure

The watermark bits are embedded in voiced parts of orig-
inal audio signal by computing DCT followed by SVD as
depicted in Fig. 3.

2.2.1 DCT

The energy compaction characteristics of DCT makes it
suitable for proposed audio watermarking algorithm [18].
Consider x(n) is the input voiced frame, then the 1-D DCT
of length N can be given by:

N-1
2n + Dkm
X = — =V, 1, ceey -1
(k) = w(k) ; x(m)cos=— =k =0 N
(4)

where

JE if k=0

="~
W( ) \/% Otherwise

The DCT operation is performed over each voiced
frame. The original audio signal is sampled at 8 kHz and
frame size is taken as 10 ms. Each frame is further divided
into five subframes having 16 samples in each subframe.
The DCT operation is performed on subframe to generate
16 DCT coefficients. The DCT coefficients of each sub-
frame are arranged in a 4 x 4 matrix designated as [ A].
The next step is to perform SVD operation on [ A].

Original
audio signal

Voiced
frames

Unvoiced
frames

Watermark
audio signal

Frame
combination

Watermarked

Voiced frames

U and V. matrices

Watermark
Image
Convert
image
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Fig. 3 Embedding procedure: The block diagram show the major steps involved in embedding watermark image in original audio signal using

Inverse SVD

Store U;and Vi
matrices for extraction

Watermark
bits




Kanhe and Gnanasekaran EURASIP Journal on Audio, Speech, and Music Processing (2018) 2018:16

ap a1 dz as
as as de ay
ag a9 dio 411
a2 413 414 4ais

[A]=

2.2.2 SVD
SVD is a powerful mathematical tool that decomposes a
given matrix [A] into combination of three matrices Eq. 5:

[Al=[u][S][V]T (5)

where [U] and [ V]T are orthogonal matrices and [S] is
a singular value matrix. The S matrix of SVD decomposi-
tion is invariant to common signal processing operation.
This property of SVD decomposition makes it more suit-
able for the proposed audio watermarking algorithm. The
watermark bits are embedded in non-diagonal elements of
[ S] matrix.

s00 0 O

| 0ss 0 0
[S]_ 00 S10 0
00 O S15

2.2.3 Watermark embedding
In the proposed watermarking algorithm, the binary
images are used as watermark as shown in Fig. 4.

The watermark image of size m x n is converted in
binary sequence of K(= m X n) bits as shown below

B = b1bybsby ... bx
The non-diagonal elements of [S] matrix are replaced

by the binary watermark bits using a scaling factor « as
mentioned in Eq. 6.

[Su] =[S] +ax[ W] (6)
where
0 b1 by b3
[Wl= lljj 28 12)5 Z:

big b11 b1 O

Wy NITPY

Fig. 4 Watermark images used for embedding
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[ W] is the watermark bit matrix with diagonal elements
as zero and [ S,] is the modified singular matrix.

so b, by by
by ss bs b,
S - fl / 5 ’6
L5l b, by sio by

! / /
byy b1y byy s15

The b; in the [ S,] matrix denotes the scaled watermark
bits. The SVD operation is performed on [S,] to get the
orthogonal matrices [ U] and [ V1] which will be utilized
for the extraction of watermark. The SVD operation is
performed on [S,] followed by inverse DCT transform
using Eq. 7 to generate watermarked voiced frames.

N-1
_ 2n+ kx|
x(n) = kE:O w(k)X(k)cos[2N:|, n=0,1,2,...,N—1.

7)

These steps are repeated for all the voiced frames of
original signal as per Algorithm 1.

2.3 Extraction procedure

To extract the watermark image, the voiced and unvoiced
frames are separated from watermarked audio followed
by the DCT and SVD operation as shown in Fig. 5. The

Algorithm 1 Watermark embedding

Divide the audio signal into frames of 10ms duration
compute ZCC and STE
J represents low value and 4 represents high value
if ZCC is | and STE is 1 then

frame = voiced frame

divide into sub-frames S, (1)

else

frame = unvoiced frame S, (n)
end if
for each voiced frame do

Sy(k) = DCT[S,(n)]

[A] <[S) (k)] > Transform the coefficient into
4 x 4 matrix

Perform SVD operation

SVD[A]=[U][S][V]T

Generate [ W] with diagonal element zero

[Su]=[S] +ax[W]

(L] [S1] [Vi]T < SVDLS,]

Store the values of [ 1;] and [ V1]7 for extraction

Perform Inverse SVD operation

[Alaxa =[U][S,] [V]T

Perform Inverse DCT operation

S, (n) < IDCT[S, (k) <[A']]
end for

combine S;n (n) and S, (n)
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Fig. 5 Extraction procedure: The block diagram shows the major steps involved in extraction of watermark image from watermarked audio signal
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watermarked audio signal is divided into non-overlapping
frames of L samples per frames and marked as voiced and
unvoiced frames, as mentioned in Subsection 2.1. Each
voiced frame is divided into subframes with 16 samples in
each subframe. It is to be noted that the length of frame
L and the threshold for marking voiced and unvoiced is
made available to the receiver end as key. The DCT oper-
ation is performed on each watermarked voiced subframe
§$(n) to obtain S§(k). The obtained DCT coefficients are
arranged in 4 x 4 matrix designated as [ B].

Using the pre-stored matrices U; and Vi, SVD opera-
tion is performed on [ B] to obtain [ S},] as mentioned in
Algorithm 2 to get [ D,,]. The watermark bits from [ D,,]
are extracted by examining the non-diagonal elements
using a decision-making scheme as shown below:

1 for Dyj> €
bi = {0 for  Dygp< € (8)

where

Vi)

These steps are repeated for all the voiced frames of
watermarked audio signal to extract watermark bits.

€ = avg[ Dy

3 Results

The proposed audio watermarking technique is tested on NOI
ZEUS speech database [36—38] and MIR-1K music database
(https://sites.google.com/site/unvoicedsoundseparation/
mir-1k). The NOIZEUS database contains 30 sentences
from IEEE sentence database, recorded in a sound proof
booth using Tucker Davis Technologies recording system.
The database contains 15 male and 15 female speakers
and include all phonemes in the American English lan-
guage. MIR-1K database contains 1000 song audio from
110 karaoke pop songs performed by both male and
female amateurs. The singing voice from the music signal
has been is separated to utilize specific voicing charac-
teristics of speech. The separation of singing voice before
embedding the watermark is performed using principal
component analysis [39].

Algorithm 2 Watermark extraction

1: Divide the watermark audio signal into frames of
10ms duration compute ZCC and STE
: | represents low value and 1 represents high value
: if ZCCis | and STE is 1 then
frame = voiced frame
divide into sub-frames S5 (n)
else
frame = unvoiced frame S, (1)
end if
. for each voiced frame do
$5(k) = DCT S5 (m)]
[ B] <[ S5(k)] > Transform the coefficient into
4 x 4 matrix
12: Perform SVD operation
13: [(U][85,][VIT < SVD[ B]
14: use the [ U] and [ V1] to get [ D,,]
15: [Dy] <[ U] x[ 85,1 x[Vi]T

R N AU

—_ =
= O

16: compute the average of non-diagonal elements of
[Dy]

17: e =avg[Dyupl Y i#]j

18: Compare the non-diagonal elements

19: if non diagonal element < ¢ then

20: watermark bit = 0

21: else

22: watermark bit = 1

23: end if

24: end for

25: combine all the extracted bits to get the water-

mark image

The imperceptibility and robustness of the proposed
audio watermarking technique is evaluated using SNR,
subjective listening test, and BER. SNR of the proposed
work is listed in Table 1 and compared with the DWT
[3], DWT-SVD [23], and DWT-FFT [40] techniques. It
is evident from Table 1 that SNR of the proposed tech-
nique is higher than the SNR obtained by [3, 23, 40]. The
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Table 1 Comparison SNR values with other techniques

Methodology Proposed method Proposed method DWT [3] DWT-SVD [23] DWT-FFT [40]
SNR (dB) 8741 85.32 61 37.50 3445
Database Speech Music Speech Speech Speech

reason of achieving the significant improvement in SNR
values is because of embedding the watermark data in
DCT coefficients of voiced frames only.

Blind subjective listening test is performed on the water-
marked signal to estimate the audio quality. The test is
performed with five individuals of age group 17-21 years
in a closed room with good quality earphones. Each indi-
vidual is provided with randomly selected ten original and
watermarked audio signals and were asked to grade the
quality on a scale of five. The grade starts with 1 for per-
ceptible distortion and goes up to 5 for high impercepti-
bility. The average of grades provided by the listeners with
maximum payload are presented in Table 2. The compari-
son with another DCT-based technique [20] indicates that
the proposed technique maintains the imperceptibility.

The values of SNR and subjective listening score indi-
cates that the proposed audio watermarking technique is
highly imperceptible. The spectrogram of original audio
signal and watermarked audio signal are shown in Fig. 6
to support the results of high imperceptibility of proposed
audio watermarking algorithm.

The robustness of the proposed audio watermark-
ing technique is verified by the computing BER. The
watermarked audio is processed through re-sampling, re-
quantization, AWGN, MP3 compression, amplitude scal-
ing, low-pass filtering, and high-pass filtering operations
to corrupt the watermark image. In re-sampling attack,
the watermarked audio signal is sampled with a frequency
different from the original sampling frequency and re-
sampled back to the original frequency. Similarly, in re-
quantization attack, the watermarked audio is quantized
to different level to destroy the watermark. In AWGN
attack, white Gaussian noise is added to the watermarked
audio signal and the error between retrieved watermark
and original watermark image is calculated. Similarly, in
MP3 compression attack, the watermarked audio is com-
pressed by MP3 standard and de-compressed to destroy
the watermark embedded in the audio. In low-pass filter-
ing (LPF) attack, the watermarked signal is passed through
a filter of cutoff frequency of 4 kHz. In high-pass filtering

Table 2 Subjective listening test results

Audiotype  DCT based [20]  Proposed technique

Grades Grades (“mean [ standard deviation"])
Speech 4.87 461 [£0.21]
Music - 4.57 [£0.16]

(HPF) attack, the watermarked signal is passed through
a filter of cutoff frequency of 50 Hz. In amplitude scal-
ing attack (ASA), the amplitude of watermarked signal is
scaled by 0.7. The BER values of the proposed watermark-
ing technique obtained in various attack cases are listed in
Fig. 7 and Table 3, with maximum payload. The BER val-
ues confirm that the proposed method is robust against
the common signal processing attacks.

The BER comparison between proposed audio
watermarking technique with other frequency domain
watermarking techniques for re-sampling attack, re-
quantization attack, AWGN, and MP3 compression is
shown in Table 3.

Compared to the proposed DCT-SVD method, SVD-
QIM [26] shows < 100% accuracy in recovering the
watermark bits in the absence of any attacks. Such a
drawback is common in short-length watermark and
correlation-based detection scheme [25]. In our imple-
mentation, the watermark is recovered using pre-stored
orthogonal matrices. The proposed DCT-SVD technique
shows the second lowest BER for re-sampling attack
because embedding is done in the low-frequency compo-
nents and DCT possesses a property to retain the shape
of low-frequency components [29]. The BER in case of
AWGN attack is 0 because the extraction of watermark
bits mainly depends on the change in DCT coefficients,
and since the change in DCT is comparatively low, the
watermark bits can be estimated accurately [41]. In the
two cases of MP3 attacks, the BER is significantly low.
The reason for such a low BER is that the intensity of
noises added due to attack is considerably low compared
to watermark noise. The proposed DCT-SVD technique
shows robustness against LPF attack. The reason for such
an observation can be attributed to the fact that the
embedding is done in low-frequency frames only. For the
attack of HPF with a cutoff frequency 50 Hz, the BER
is highest because the watermark is primarily embed-
ded in low-frequency spectrum. The HPF neglects the
low-frequency components and corrupts the watermark.
The robustness against AS attack is achieved because the
extraction of watermark is dependent on orthonormal
matrices, and the orthonormal matrices are invariant to
amplitude scaling attack.

The performance of proposed technique is also evalu-
ated by computing the average information loss during
the watermarking. In this paper, the average information
is computed by modeling the overall system as a discrete
memoryless channel whose input is watermarked audio
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Fig. 6 Spectrogram plot of original and watermarked audio
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Fig. 7 Extracted watermark images with BER for speech audio signal for re-sampling, re-quantization, AWGN, and MP3 compression attacks

Table 3 Average BER results of the proposed DCT-SVD-based watermarking technique compared with other watermarking techniques

Attacks Proposed DWT-SVD [23] SVD-QIM [24] DWT-RDM [25] SVD-QIM [26] DWT-VM [27] DWT-LU [28] DWT-DCT [29] DWT-AMM [30]
method

None 0 0 0 0 0.10 0 0 0 0

Re-sampling 0.03 0 0 0 4.88 0 0 0.90 0

Re-quantization 0 0 0 0 - 0 - 0 0.03

AWGB 20 dB 0 0 0 0 - 0 - 0.03 9.32

AWGN 30 dB 0 0 0 0 10.25 0.04 0 0.04 1.38

MP3 Compression 0.0013  0.0820 0.561 0 24.56 0.05 0.02 0.01 -

64 kbps

MP3  Compression 0.0014  0.2901 2204 1.05 - 2.75 0.02 0.01 -

32 kbps

LPF (4 kHz) 0 0.1893 0.512 0.08 0.31 0.98 0.03 0.04 0.03

HPF (50 Hz) 40.62 0.358 - - - - - - 893

AS 0.31 - - 0 0.38 0 - 0 0
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and output is the retrieved watermark image as depicted
in Fig. 8. The AIL metric introduced in this paper can be
further used for the empirical computation of lower and
upper bounds of robustness-related entropy based on the
theoretical model proposed in [29, 42].

We consider the formulation of proposed watermark
technique as a generic model of communication prob-
lem [42]. M denotes the watermark image embedded in
audio data OY transmitted to decoder through channel.
A(oy|ny) is the channel statistical characteristics sub-
jected to various signal processing attacks provided with
an input data ON. KN is the common side informa-
tion shared by both encoder and decoder, and M is the
retrieved watermark image. Referring to Fig. 8, suppose
the watermark data is associated with a random variable
M, which takes the symbol from a finite source alphabet.

V = {my, my,...m;}
with probabilities
QWM =m;) =q;

i=12,...L

And the original watermarked audio source O, is a ran-
dom variable which takes the symbol from a finite source
alphabet

Q= {0{11’ 042 - ’OaN}
with probabilities
P(OaZOa/‘):pj ji=12,...N

The retrieved watermark at the decoder is associated
with a random variable M, which takes the symbol from
another alphabet
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P(r.| ai)

d1 > I

Q2 p)
P(r2| a2)

Fig. 9 Approximation of proposed watermarking technique as a
binary channel. g1, g2 and ry, r; are the input and output probabilities
of binary watermark image, respectively

QM=mp)=r, k=12,...L
L N L
=1 j=1 k=1

The above communication model can be simplified to
binary channel as shown in Fig. 9. The watermark image
considered is binary image; therefore, the source alpha-
bet of original watermark image and retrieved watermark
image contains only two symbols {0, 1} [43].

Then, the average information associated with random
variable M and M can be expressed as:

i=L

1
H(M) = Z qilog — binits/symbol 9)
i=1 i
k=L )
H(M) = r¢log—binits/symbol (10)
k=1 rk

where g; and r; denote the probability of occurrence of
m; and 7i;, respectively. In the proposed technique, binary
watermark image is used; hence, for the Egs. 9 and 10, the
value of L = 2. Then, the average information loss can be

U = {my,m3, ... Mg}
expressed as
with probabilities AIL = |HM) — H(M)|
KN
0"
M A A i o" NN y M’
— flo,\mk") » AloyIny) » o0 [n) —>
Encoder Channel Decoder
Fig. 8 Modeling of proposed watermarking technique as discrete memoryless channel
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Table 4 BER and AlL results
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Re-sampling Re-quantization AWGN MP3 compression (kbps)

6 kHz 4 kHz 24 8 15dB 20dB 128 96 64 32
BER 0.01 0.03 0 0 0 0 0 0.001 0.0013 0.0014
AIL 0.12 0.13 0 0 0 0 0 0.01 0.01 0.01

The AIL values for the proposed technique subjected to
re-sampling, re-quantization, and AWGN attack are given
in Table 4. It is evident form the AIL results that the
proposed technique is robust to various signal processing
attacks since the average information loss is negligible.

The payload represents the number of bits embedded
within 1 s of the original audio. In the proposed technique,
12 bits of secret data were embedded in every 16 samples,
where the sampling rate is 8 kHz, and frame size is fixed
to 10 ms and each frame have 80 samples. In each voiced
frame, the number of watermark bits embedded were 60.

Hence, the payload is 60 bits per 10 ms per voiced
frames. The payload of proposed method and its com-
parison with different wavelet domain-based audio water-
marking methods are given in Table 5.

It is evident that the proposed technique provides the
high embedding capacity up to 6 kbps. The watermark
bits are embedded only in the low-frequency high-energy
voiced frames since the unvoiced frames are low-energy
frames, and the poor representation of the of DCT coef-
ficients of unvoiced frames will degrade the SNR and
subjective listening quality of watermarked audio [44].

4 Conclusions

In this paper, we proposed a novel audio watermarking
technique based on DCT and SVD transform. The pro-
posed technique embeds the watermark bits adaptively
in selected frames having low frequency and high energy.

Table 5 Payload results

Techniques Payload (bps) Database
SVD-QIM [24] 196 Music

DWT-SVD [23] 1.03k Speech and music
Fibonacci-FFT [44] 3k Speech and music
DWT-RDM [25] 344.53 Music

SVD-QIM [26] 1875 Speech

DWT-VM [27] 818.26 Music

DWT-LU [28] 1.28k Speech and music
DWT-DCT [29] 86.13 Music

DWT-AMM [30] 200 Music
DWT-SVD-QIM [31] 1.6k Music

Proposed technique 6k Speech and music

The watermark bits are embedded in DCT coefficients
of selected frames by performing SVD operation. The
watermark bits are embedded in non-diagonal elements
of SVD matrix. Experiments are conducted to evaluate
the performance of the proposed audio watermarking
technique and compared with recent frequency-domain
audio watermarking techniques.

The high-SNR values confirm that the proposed tech-
nique is highly imperceptible. The robustness of proposed
audio watermarking technique is evaluated by computing
BER and AIL for re-sampling, re-quantization, AWGN,
and MP3 compression attacks with high data payload. The
proposed watermarking scheme achieves comparable, if
not better, results compared with other recently devel-
oped techniques for various attacks considered in this
work.

Future research work may include the enhancement of
proposed technique to withstand with random cropping
attack, pitch shifting attack, and time-scale modifica-
tion attack. The proposed technique can be made robust
against these attacks by embedding synchronization codes
with watermark bits.
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